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Preface

Almost 400 years ago, Robert Hooke and Antonie van Leeuwenhoek first viewed
individual cells through their early microscopes and with careful observation laid
the foundation of modern cell biology. Since then, optical microscopy has been a
major driving force of biological discovery. For the longest time, microscopy was
limited by the inability to acquire reproducible images—not too long ago micro-
scopic observation could only be documented by manual drawing, which requires
a specialized skill set and is arguably highly subjective. Even micrography on photo-
graphic film has only limited quantitative value. Over the last two decades, however,
ever-accelerating advances in optics, electronics, and digital camera technology in
combination with the rise of fluorescent proteins have transformed fluorescence light
microscopy from a descriptive, observational tool to a truly quantitative method.

Digital cameras are now more sensitive than the human eye, and fluorescence
from individual molecules can routinely be detected. The dynamics of movement,
intensity fluctuations, or distribution of fluorescently labeled structures in living
cells or organisms can be measured providing important information about biolog-
ical processes. This is the exciting new world of quantitative cell biology, and ideally
scientific conclusions will continue to rely less and less on “representative images,”
but instead on quantitative analysis of digital data. Although microscopy is one of the
most direct tools available to ask a scientific question, images can also be danger-
ously deceiving. In our modern world, the deceptive nature of images is all around
us from advertising to the daily news, but in science, we must learn to objectively
analyze the underlying data instead of blindly believing what we think we can
see. Any digital photomicrograph is only a representation of reality that needs to
be carefully scrutinized and interpreted in order to reach valid conclusions, and
any analysis can only be as good as the original data.

The goals of this book are to provide the reader with a practical understanding
of how digital image data are generated by modern fluorescence microscopy modal-
ities, to outline technical and fundamental reasons that limit the accuracy and
precision with which these data can be analyzed, and to provide guidance into
cutting-edge technologies and image analysis that are expanding the abilities of tra-
ditional microscopy. Chapters 1-6 cover basic principles of quantitative fluores-
cence microscopy as well as technical aspects of objective lenses, cameras,
microscope maintenance, modern live-cell imaging setups, and the properties of
fluorescent proteins. Chapters 7—17 give an overview of different fluorescence mi-
croscopy techniques ranging from more established confocal imaging to state-of-the-
art super-resolution strategies that circumvent the diffraction limit, and light-sheet
microscopy allowing unparalleled isotropic observation of biological specimens
in three dimensions. Finally, the remaining chapters describe more specific and ad-
vanced microscopy and image analysis methods. We were striving for a balanced
mixture of basic information and more advanced topics, and hope that this collection
will be a useful resource to anyone who wishes to venture into the brave new world of

Xix
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Abstract

In recent years, there has been an enormous increase in the publication of spatial and temporal
measurements made on fluorescence microscopy digital images. Quantitative fluorescence
microscopy is a powerful and important tool in biological research but is also an error-prone
technique that requires careful attention to detail. In this chapter, we focus on general concepts
that are critical to performing accurate and precise quantitative fluorescence microscopy
measurements.
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CHAPTER 1 Quantitative microscopy

1.1 ACCURATE AND PRECISE QUANTITATION

Designing and implementing a quantitative fluorescence microscopy experiment is
most often an iterative and tedious process (Pawley, 2000). Image acquisition set-
tings and analysis tools usually need to be designed and tested multiple times until
a reproducible protocol is validated. With each experimental attempt, you are likely
to learn something about your specimen, imaging system, or analysis protocol that
you can apply to the next round.

Researchers sometimes make the mistake of trying to take the prettiest picture
when acquiring microscopy images for quantitation. In quantitative microscopy, it
is best to stop thinking about how the image looks and start thinking about the num-
bers associated with the image. A good quantitative fluorescence microscopy exper-
iment is performed with the goal of defining an event or object of interest with
numbers, which most often represent fluorescence intensity associated with spatial
or temporal measurements. We want our measurements to represent the ground truth
(i.e., the reality) of our specimen with high accuracy and precision (Fig. 1.1; Waters,
2009). Pretty pictures might get you a journal cover, but to obtain reproducible and
biologically relevant numbers from live specimens, image quality must be balanced
with keeping phototoxicity and photobleaching to a minimum. Therefore, one should
identify and use the minimum image quality necessary to satisfy the requirements of
the experiment and image analysis protocol, while making every effort to optimize
image acquisition to maximize accuracy and precision.

What numbers should you be looking at? A digital image is a grid of pixels, and
each pixel has two numbers associated with it: (1) an intensity (aka gray scale) value
and (2) a finite-sized area of the specimen that the pixel represents, often called the
pixel size (Pawley, 2006). Pixel intensity values are critical. They are not only used
as a measure of fluorescence intensity, but they are also used to define objects and to
segment the parts of an image to be analyzed. The pixel size determines resolution in
the digital image (Stelzer, 1998) and is also important for distance calibration. Other
numbers may come into play as well: spacing between images in a z-stack or how
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FIGURE 1.1

Accuracy and precision. A cartoon of a target and shots demonstrating the difference
between (A) imprecision, (B) inaccuracy, and (C) accuracy and precision.
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often an image is collected in a time-lapse experiment, for example. In this chapter,
we discuss the various numbers associated with digital images and how to use them
to design a quantitative fluorescence microscopy experiment. We begin with three
critical numbers present in every digital image: signal, background, and noise.

1.2 SIGNAL, BACKGROUND, AND NOISE

A fundamental assumption underlying every scientific experiment is that some
ground truth exists that we hope to reveal when making measurements. In quantita-
tive fluorescence microscopy, we measure intensity values of pixels in the digital
image in an attempt to reveal ground truths about the localization or quantity of fluo-
rescence in the specimen. For the purpose of understanding the relationships between
signal, background, and noise, we will refer to the fluorescence we wish to measure
as the signal (Fig. 1.2A). The accuracy and precision of intensity values in a digital
image used to measure the signal is degraded, or can even be destroyed, by back-
ground and noise (Fig. 1.2B and C; Murray, Appleton, Swedlow, & Waters,
2007; Swedlow, Hu, Andrews, Roos, & Murray, 2002; Waters, 2009). It is therefore
critical to understand the sources of background and noise in digital images of
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FIGURE 1.2

Signal, background, and noise. Simulated images and corresponding line scans with

(A) signal of 150 photons/pixel and Poisson noise, (B) signal of 150 photons/pixel,

50 photons/pixel background and Poisson noise, and (C) signal of 150 photons/pixel, 50
photons/pixel background, Poisson noise, and 10 e~ RMS read noise. Line scans represent
the same pixels in each image (white line in A).
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fluorescent specimens, the effect they have on measurements of intensity values, and
what can be done about it.

Background adds to the signal of interest, such that the intensity values in the
digital image are equal to the signal plus the background (Fig. 1.2B). Background
in a digital image of a fluorescent specimen can come from a variety of sources,
including ambient light in the microscope room, but the most significant source
of diffuse background is usually the specimen itself, for example, fluorescence
in the specimen mounting media (e.g., B vitamins, serum, phenol red, and
glutaraldehyde-induced autofluorescence) or fluorescence emitted from out-of-focus
fluorophores in the specimen (which appears as out-of-focus blur in the image). To
quantify a signal, the intensity of background must also be measured and subtracted
from the intensity values in the pixels containing the signal of interest (more on back-
ground subtraction in Section 1.6.1 and in Chapter 18). It is also important to note
that all digital cameras have a certain offset value (Chapter 3); that is, even in com-
plete darkness, pixel intensity values are not zero. Although this “background” is not
contributed by specimen fluorescence, it still needs to be removed before
quantification.

Before we can understand the full effect of background on measurements of fluo-
rescence intensity, we must also consider noise. Noise is present, to some extent, in
every digital image (Chapter 3). Noise causes variation in pixel intensity values from
one pixel to the next in each digital image (Fig. 1.2C). Noise causes imprecision in
measurements of pixel intensity values and therefore a level of uncertainty in the ac-
curacy of the measurements (Fig. 1.1). To detect the presence of a signal, the signal
must be significantly higher than the noise in the digital image. If the signal is within
the range of the noise, the signal will be indistinguishable from noise (Fig. 1.3). As
the signal increases relative to the noise, measurements of the signal become more
precise. The precision of quantitative microscopy measurements is therefore limited
(at least) by the signal-to-noise ratio (SNR) of the digital image.

FIGURE 1.3

Lostin the noise. (A) A high SNR ratio image of fluorescence beads of two different intensities.
Both the bright bead in the center and the surrounding weak intensity beads are visible.
(B) Noise was added to the image in shown in (A) using image processing software. The
weaker intensity beads are no longer visible, due to the decrease in SNR.




1.2 Signal, background, and noise 5

There are multiple sources of noise in fluorescence digital images. We briefly
review the most common sources of noise here; they are discussed in more detail
in Chapter 3. Counting stochastic quantum events, such as the arrival of emitted pho-
tons at the digital camera’s detector, is fundamentally limited by Poisson counting
statistics. Poisson noise (aka shot noise) is therefore always present in digital images.
If you were to make repeated intensity measurements of the same ideal, unchanging
specimen, then you would find that the set of measurements would not be identical,
but would instead have a Poisson distribution. Poisson noise results in a standard de-
viation in the number of counted photons that is equal to the square root of the total
number of detected photons. Note that this formula applies to the number of photons
detected, not the arbitrary intensity values reported by detectors; Chapter 3 explains
how to convert intensity values to photons. Digital images are further degraded by
various sources of noise generated by the detector (Chapter 3). These different
sources of noise are summed (as the square root of the sum of squares) in the final
digital image. The total noise in the digital image defines a minimum expected var-
iance in measurements of intensity values. Differences in measurements that lie
within this expected variance due to noise thus cannot be attributed to the specimen.

With an understanding of noise, we can now gain a full appreciation of the det-
rimental effect of background fluorescence on quantitation of signal intensity. The
presence of background decreases the image SNR because Poisson noise is equal to
the square root of all detected photons—signal and background. Noise is not a con-
stant and therefore cannot be simply subtracted from the image. While background
can be (and must be) carefully measured and subtracted from an image, the Poisson
noise resulting from background photons remains and decreases the precision of your
measurements.

In addition to degrading the SNR, background in a fluorescence image also ef-
fectively reduces the detector capacity. Charge-coupled device (CCD) and scientific
complementary metal-oxide-semiconductor (sCMOS) cameras, for example, have a
limited capacity to collect photons. If capacity is reached for a given pixel, this pixel
will be saturated in the digital image (Chapter 3). Since background photons use up
the detector capacity, this limits the total number of photons that can be collected
before the detector saturates. Saturation destroys the linear relationship between
the number of photons arriving at the detector and the intensity values in the image
and therefore must be avoided in quantitative microscopy experiments.

While noise cannot be subtracted from the image, if multiple images of the same
unchanging field of view are collected and averaged together (called frame averag-
ing), the noise can be averaged out. Frame averaging can be very useful when im-
aging fixed specimens but is usually impractical for quantitative imaging of live
fluorescent specimens (Chapter 5) that are both dynamic and susceptible to photo-
toxicity and photobleaching. For quantitative fluorescence imaging, image noise
should be reduced as much as possible through optimization of detector and acqui-
sition settings (Chapters 3 and 5).

How should you use this knowledge to improve your quantitative microscopy ex-
periments? Image acquisition software packages used for microscopy applications
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Display range = 0-4095 Display range = 128-1265 Display range = 128-550
FIGURE 1.4

Image intensity values versus image display. Monitors display monochrome images on an
8-bit scale. When displaying images of higher bit depth, imaging scaling is often used to select
a subset of the image intensity values to display. However, if used incorrectly or when the
image display is used in lieu of looking at image intensity values, image scaling can cause
confusion. (A—C) Identical 12-bit images with intensity values ranging from 128 to 1265.
(A) The image displayed at “full scale,” in which pixels with intensity values of O are displayed
as black and pixels with intensity values of 4095 are white. Since the maximum intensity value
in the image is 1265, the image appears dark. (B) The image displayed using “autoscaling,”
in which the lowest intensity value (128) is displayed as black and the highest intensity value
(1265) is displayed as white. When autoscaling is active, each image acquired will contain
black and white pixels (and the full range of gray in between), regardless of the actual intensity
values in the image. (C) The image displayed with scaling from 128 to 550, which makes
image appear to be saturated, since all pixels with values of 550 or higher are displayed as
white.

have multiple tools to look at the intensity values within the image: pixel intensity
histograms, and image or region of interest intensity value statistics (i.e., mean in-
tensity, standard deviation, and min/max intensity). Find these tools, and use them
routinely. Looking only at the image displayed on the computer screen can be ex-
tremely deceptive because all imaging software packages map the acquired image
to 2° (256) gray levels for display (Cox, 2006), while images acquired for quantita-
tion usually have 2'? (4096) or 2'* (16384) gray levels. This mapping can be scaled in
various ways, which greatly influences how an image looks on the computer screen
(Fig. 1.4).

When assessing image quality, look at the intensity values in a region in the back-
ground where there is no specimen. How high is your background compared with the
camera offset? Is there anything you can do to your specimen to reduce fluorescent
background? Compare the background values to the area of the specimen you intend
to measure. How many intensity values above background is your signal? Always
keep specimen health in mind. If your analysis looks good but your cells look sickly
after acquisition, lower illumination intensity or exposure time while monitoring the
intensity of the signal of interest above background (Chapter 5). As you go back and
forth between acquiring and analyzing images, pay attention to how the SNR and
background in the images affects your results.



1.4 Choice of imaging modality 7

1.3 OPTICAL RESOLUTION: THE POINT SPREAD FUNCTION

Resolution is the ability to distinguish objects that are separate in the specimen as
separate from one another in the image of the specimen. The point spread function
(PSF) describes how diffraction of light in the microscope limits resolution and is
described in detail in Chapter 10 (Hiraoka, Sedat, & Agard, 1990; Inoué, 1989;
Inoué & Spring, 1997). The equations for resolution of the light microscope assume
that you are imaging an ideal object that is directly attached to the coverslip and does
not scatter or refract light (Chapter 10; Hell, Reiner, Cremer, & Stelzer, 2011), and
do not account for aberrations that may be introduced by the optics in the microscope
(Chapter 2; Arimoto & Murray, 2004) or limited SNR in the digital image (Chapter 3;
Stelzer, 1998). These ideal conditions are almost never met in reality, making it dif-
ficult to achieve the theoretical resolution limit. Each lens is different, so empirically
measuring the PSF is the best way to determine the resolution limit of your micro-
scope optics (Chapter 10; Cole, Jinadasa, & Brown, 2011; Hiraoka et al., 1990).
DNA origami can also be used to make test specimens for measuring resolution,
as described in Chapter 25 (Schmied et al., 2012). Methods of correcting
for aberrations induced by the specimen are worth considering as well (Fuller &
Straight, 2012; Joglekar, Salmon, & Bloom, 2008).

1.4 CHOICE OF IMAGING MODALITY

Your choice of fluorescence imaging modality (e.g., wide-field fluorescence, spin-
ning disk confocal, point scanning confocal, or TIRF) will affect your quantitative
measurements. There is no “best” modality for quantifying fluorescent specimens;
instead, the most appropriate choice depends on your specimen and what you are
trying to measure.

The purpose of confocal microscopy is to reduce out-of-focus fluorescence in
the image of your specimen (Chapters 7 and 9; Conchello & Lichtman, 2005).
A common misconception is that confocal microscopy provides higher resolution
than wide-field fluorescence microscopy (Cox & Sheppard, 2004). Increasing reso-
lution with a confocal microscope is possible but requires setting the pinhole size to
be much smaller than the diameter of the PSF (i.e., much smaller than is necessary to
reduce out-of-focus fluorescence). Closing the pinhole to the extent that will (in the-
ory) increase resolution in the image is impractical with most biological specimens,
since it also severely limits the number of photons collected from the focal plane and
therefore reduces the image SNR. One should not think of a confocal as a method of
increasing resolution as compared to wide-field fluorescence microscopy, but in-
stead as a method of getting closer to the theoretical resolution limit when imaging
specimens that have significant out-of-focus fluorescence. As explained early in this
chapter, background fluorescence reduces the image SNR, and sufficient SNR is nec-
essary to achieve theoretical resolution (Stelzer, 1998). Therefore, in quantitative
microscopy, the best reason to use a confocal microscope is to reduce out-of-focus
fluorescence in order to increase the image SNR.
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What is the harm in going straight to a confocal? Point scanning confocal micro-
scopes are ~200 x less efficient than wide-field microscopes at collecting and
detecting fluorescence from your specimen. Spinning disk confocal microscopes
are far more light efficient than point scanning confocal microscopes but still
~2-4 x less efficient than wide-field microscopes. Therefore, imaging specimens
with a confocal microscope that do not have significant out-of-focus fluorescence
will result in lower SNR images, assuming the same illumination intensity and du-
ration are used (Murray et al., 2007).

Total internal reflection fluorescence (TIRF) microscopy uses oblique illumina-
tion to generate an evanescent field at the interface between the coverslip and a lower
refractive index specimen (e.g., cells in tissue culture media; Chapter 12, Axelrod,
2001). The evanescent field decreases in power quickly with distance from the cov-
erslip, such that only fluorophores that reside within ~ 100 nm of the coverslip sur-
face are excited and emit photons. TIRF can provide a ~6—7 x thinner optical section
compared with confocal, leading to a dramatic reduction in background fluorescence
and increase in axial resolution, with the critical caveat that TIRF is only useful
for imaging the part of the specimen that is within ~ 100 nm of the coverslip. For
specimens that do reside within the evanescent field (focal adhesions, membrane
proteins, endo/exocytosis, in vitro assays, etc.), TIRF is an excellent option.
A downside of TIRF for quantitative measurements of fluorescence intensity is
the typically highly uneven illumination (due to both the Gaussian laser profile
and interference patterns generated by refraction of coherent laser light on dust
particles and filter surfaces). With care, a flat-field correction (explained in detail
in Section 1.6.2) can be used to correct for uneven illumination in TIRF. Recent
approaches to greatly reduce interference patterns include Ring-TIRF (Applied
Precision) in which the entire periphery of the back aperture of the objective is
illuminated.

There are a wide range of additional fluorescence imaging modalities that may
be used for quantitative microscopy, many of which are discussed in this volume:
multiphoton (Chapter 8), deconvolution (Chapter 10), light sheet microscopy
(Chapter 11), scanning angle interference microscopy (Chapter 13), and superreso-
lution techniques (Chapters 14—17) to name a few. Each of these modalities comes
with their own advantages, disadvantages, and requirements when used for quanti-
tative imaging.

1.5 SAMPLING: SPATIAL AND TEMPORAL

Sampling is collecting a subset of information about the specimen that is then used to
represent the whole (Fig. 1.5). We sample our specimen both spatially and tempo-
rally in the course of a live quantitative microscopy experiment. In time-lapse exper-
iments, we sample the dynamics of our specimen over time by collecting images at
regular, discrete time points (Fig. 1.5 A-D). We sample the optical image created by
the microscope with a limited number of finite-sized pixels to generate a digital



1.5 Sampling: Spatial and temporal 9

A B
g4 b
S
T
N
3
ko)
5]
>
‘@
c
g
k=

Time ——> Time —»
c D
NI A
S
®
N
3
ko)
&
z
‘@
C
g
k=

Time ————»> Time —>

FIGURE 1.5

Sampling. During a typical time-lapse imaging experiment, images are collected at
discrete time points with an interval of time between each image. (A) An object of interest is
changing in intensity and/or location over time. If an image is collected at the time points
indicated by arrows, the (B) analysis of the location/intensity of the object would not
accurately represent the changes over time. (C) Increasing the rate of sampling (arrows)
results in more accurate analysis (D). (E-F) A simulated image with a small (E) and large (F)
pixel size, illustrating aliasing and loss of information as a result of spatial undersampling.
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image (Fig. 1.5E and F). In addition, we may sample our specimen in 3D by collecting
a z-series with a constant spacing between 2D images. In all of these dimensions, it is
essential to sample with a sufficiently high frequency so that the collected digital im-
age or image sequence can adequately represent the spatial and temporal information
that is to be analyzed. Undersampling can result in loss of information (Fig. 1.5B
and F), while oversampling can result in unnecessary specimen damage without pro-
viding additional data. Ideal sampling is rarely possible when imaging live, dynamic,
photosensitive specimens. We may be limited, for example, by the rate of photo-
bleaching or by how fast the motorized components of the imaging system can move.

1.5.1 2D SAMPLING

As discussed in the preceding text, resolution of the optical image generated by the
microscope is limited by the PSF. Resolution in the digital image (on which we make
our measurements) may be further limited by the sampling of the optical image with

Sony ICX285 Sony ICX285 £ Sony ICX674
1040 x 1392 1040 x 1392 § 1460 x 1940
60x 100x 60x

110 nm/pixel 66 nm/pixel ] ‘ 77 nm/pixel

FIGURE 1.6

Pixel size, SNR, and resolution. Comparison of images of the same phalloidin-stained cell
acquired with identical exposure settings, using different magnifications and different CCD
cameras. Images collected with a (A) 60 x 1.4 NA objective lens and (B) a 100 x 1.4 NA
objective lens, using the same interline CCD camera based on the Sony ICX285 chip
(6.45 um x 6.45 um pixels) that has been central to CCD cameras from many different
manufacturers for well over a decade. Larger magnification (B) results in spreading of light
over a larger area, thus less signal and higher noise. (C) Image acquired with a next-
generation CCD camera (Sony ICX674 chip) with smaller (4.54 um x 4.54 pm) pixels
illustrating an apparent increase in SNR and image resolution. Images at the top (inset in C)
show a zoomed region of interest from each of the full-frame images illustrating sampling
of the specimen by the different effective pixel sizes. Text refers to the following (from top
to bottom): CCD chip, size of CCD array in pixels, objective magnification, and effective
pixel size.
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the detector (Stelzer, 1998). The resolution of a digital image acquired with a CCD or
SCMOS camera depends on the physical size of the photodiodes that make up the
chip, while the resolution of digital images created with point scanning confocal mi-
croscopes is determined by the area of the specimen that is scanned per pixel. In ei-
ther case, if the pixel size is too large relative to the size of the object of interest, the
optical image will be undersampled and detail will be lost (Fig. 1.5E and F). When
using detectors with detector elements of fixed size, magnification in the microscope
or in front of the detector can be used to adjust the pixel size. However, there is a
trade-off between resolution of the digital image and signal intensity, since increas-
ing magnification alone decreases image intensity as smaller pixels generally collect
fewer photons (Fig. 1.6). In live cell imaging, depending on the experimental ques-
tion, it can be favorable to sacrifice resolution to increase image SNR and/or decrease
phototoxicity (Chapter 5).

How does the optical resolution limit affect our ability to quantify in fluorescence
microscopy? The size of an object that is below the resolution limit cannot be accu-
rately measured with the light microscope. However, objects that are below the res-
olution limit can be detected and an image of the object formed by the microscope if
the imaging system is sensitive enough and the object is bright enough (Inoué, 1989).
While the size of the object in the image will be inaccurate, the centroid of a high
SNR image of the object can be used to locate the object with nanometer precision,
far beyond the resolution limit (Inoué, 1989; Yildiz & Selvin, 2009). This concept is
the basis for superresolution localization microscopy methods such as PALM and
STORM (Chapters 14 and 15; Dempsey, 2013). In fluorescence microscopy, the
resolution limit does not limit our ability to accurately count fluorescently labeled
objects, even if the objects are below the resolution limit (Joglekar et al., 2008;
Wu, 2005). If the objects are all of similar size and the intensity of one object can
be accurately determined, then intensity values can be used to count multiple objects
that are too close to one another to spatially resolve (Chapter 19).

1.5.2 3D SAMPLING

When making measurements of diffraction-limited objects (objects whose size is at
or below the resolution limit of the microscope), small changes in focus will have a
dramatic effect on the intensity of the object (Hiraoka et al., 1990; Stelzer, 1998). The
image of a diffraction-limited object will have a Gaussian distribution of intensity
along the optical axis of the microscope due to the PSF, with the width of the Gauss-
ian decreasing with objective NA and wavelength of light (Chapter 10). When using
a high NA objective lens to image a diffraction-limited object attached to the cov-
erslip surface, focusing only 100 nm away from the peak of the Gaussian will result
in ~10 x decrease in maximum intensity of the object, clearly an unacceptable level
of error (Joglekar et al., 2008; Stelzer, 1998). The ideal approach to accurately mea-
suring the intensity of diffraction-limited objects is to collect a 3D z-series of images
with a very small step size (e.g., 50 nm) using a high NA objective lens (Chapter 2).
Specimen dynamics, photobleaching, and phototoxicity often make this approach
impossible for live cell work. However, if a sufficient number of diffraction-limited
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objects are sampled with a larger step size and averaged together, the error in inten-
sity measurements can be reduced to an acceptable level (Joglekar et al., 2008).

1.5.3 TEMPORAL SAMPLING

To accurately measure changes in intensity or localization of objects over time, one
must consider temporal sampling. There are two issues to consider with regard to
temporal sampling. The first is how frequently an image is collected during the
course of a time-lapse acquisition. The same principles as in spatial sampling apply.
If dynamics are temporally undersampled, changing the rate of acquisition will
change the results of your analysis quite dramatically (Fig. 1.5). A good example
is the acquisition rate dependency of microtubule polymerization dynamics measure-
ments (Gierke, Kumar, & Wittmann, 2010). An ideal solution to this problem would
be to decrease the time between acquisitions until a point is reached at which analysis
results no longer change. Unfortunately, as in spatial sampling, this is often not pos-
sible. Temporal oversampling (i.e., taking images too frequently) is also problematic
as it can become very difficult to detect rare events because the specimen may photo-
bleach before an event occurs.

The second issue with regard to temporal sampling is how long it takes to collect
images at each time point. Each image is essentially a temporal integral of specimen
dynamics over the exposure time. Objects that move in one direction during the
course of the exposure time, for example, will appear elongated on the image; for
example, spherical vesicles can appear tubular. In addition, the fluorescence inten-
sity of the elongated object will be lower, since it will be spread out over more pixels
than if the object had remained stationary. Thus, especially for rapid processes, it is
beneficial to decrease exposure time as much as possible, which may require in-
creased excitation light intensity (Chapter 5). Temporal averaging is particularly im-
portant to think about when collecting z-series of moving objects over time.

1.6 POSTACQUISITION CORRECTIONS
1.6.1 BACKGROUND SUBTRACTION

The pixel intensity values in a digital image of a fluorescent specimen are a sum of
both the signal and the background coming from that region of the specimen
(Fig. 1.2B). In addition, detectors apply a constant offset value to each pixel in
the image to avoid signal clipping due to image noise (Chapter 3). To make an
accurate measurement of the signal of interest, background must be subtracted.
The best approach to determining the background depends on the specimen, but
in most cases, a local background measurement will give the most accurate results.
In a local background subtraction, the background is measured in a region directly
adjacent to or surrounding each region of interest (ROI; see Chapter 18 for an
example), as opposed to making one measurement of background and subtracting
this value from all ROIs. Local background measurements minimize error due to
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inhomogeneity in the intracellular background levels (for subcellular measurements)
or in the medium surrounding the cells (for whole cell measurements). Background
measurements should be made on a large enough number of pixels to average
out variation and noise; try various size regions to see how the average value
changes. Precise background subtraction is especially crucial in ratiometric imag-
ing (e.g., FRET or ratiometric probes measurements of Ca’* or pH; Chapter 24)
because

L, (Ui = Thie)
Lio" (L2 —Ivke)

Background subtraction should not be done by image arithmetic because intensity
variations due to noise will result in pixels with negative values, which cannot be
represented in most image formats and will result in signal clipping (i.e., the value
of negative pixels will become zero). This results in distortion of intensity measure-
ments. It is best to separately determine the intensities of ROIs and background
regions and export these values to a spreadsheet program for calculations.

1.6.2 FLAT-FIELD CORRECTION

Fluorescence intensity is proportional to the intensity of illumination (until illumi-
nation intensity is high enough that fluorophore ground-state depletion is reached).
Therefore, uneven illumination across the field of view of the microscope will result
in uneven fluorescence and thus in irreproducible intensity measurements at different
positions within the image. The intensity of illumination across the field of view can
be measured using established protocols (Model, 2006). If the level of unevenness of
illumination is unacceptable, then effort should be made to align the illumination
light source (Salmon & Canman, 2001). Despite best efforts at alignment, however,
the evenness of illumination in most microscopes will be less than ideal (Chapter 9)
and sometimes to an extent that may introduce significant error in measurements of
fluorescence intensity.

Flat-field correction (aka shading correction) can be used to correct for uneven
illumination across the field of view but requires a good reference image, /., of an
evenly fluorescent specimen. Saturated fluorescent dye solutions can be used for this
purpose (Model, 2006; Model & Blank, 2008), but great care must be taken to ensure
that the reference image represents the illumination pattern and not inhomogeneity in
the dye solution, or imperfect alignment of the test slide perpendicular to the optical
axis. Averaging many different fields of view together can be helpful in creating an
accurate reference image.

Flat-field correction normalizes all pixels in an image to a reference value by di-
vision of each pixel intensity value of the acquired image, /image, by the correspond-
ing pixel intensity value of the reference image, /,.¢. Both pixel intensities need to be
background-corrected, where Iy, is a dark image collected without any light sent to
the camera (see Chapter 3). Finally, the resulting pixel intensity is multiplied with a
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scaling factor (e.g., the average background-corrected intensity of /,.¢) in order to
obtain a similar range of intensity values as in the original image:

D rer(x.y) = Tk (x.))

Iimage (X,J’) _Ibkg (X,y) % Xy

I(x,y)=
( y) Iref(x’)’)*lbkg(xvy) Xy

The entire calculation needs to be done in floating point math for each pixel before
outputting the corrected image, to avoid data distortion due to negative pixel values
in the background subtraction steps as well as rounding errors. Thus, this is quite com-
plicated to do right on a routine basis. However, flat-field correction is not always
necessary. In practice, other sources of error frequently influence intensity measure-
ments in biological specimens more severely than uneven illumination. Thus, it may
be acceptable to restrict intensity measurements to similar areas near the center of
the detector field of view where illumination variations are small, measure many
specimens, and accept the resulting variation as part of the measurement error.

1.6.3 PHOTOBLEACHING

Photobleaching is the irreversible destruction of a fluorophore, which occurs when
the fluorophore is in the excited state. When making measurements over time, every
effort should be made to minimize photobleaching over the course of the acquisition,
but this is likely not completely possible. Photobleaching can be measured and if
necessary corrected for by normalizing measured intensities to the intensity of a
known structure. In the simplest case, this can be the intensity of the entire cell, /.

[cell(o)
Icell(f)

I(t) = Iimage (1)

However, this assumes that there is no significant change of the total cell fluores-
cence due to other reasons (e.g., focus drift or the cell moving in or out of the field
of view).

1.6.4 STORING AND PROCESSING IMAGES FOR QUANTITATION

Images to be used for quantitation should be stored in the original file format gen-
erated by the image acquisition software (Cox, 2006). This file format will contain all
of the metadata on acquisition parameters that can be very useful to have on hand
during processing and analysis. Metadata may not match the acquisition settings
you entered into the software. For example, you may find that the actual time be-
tween images acquired during a time-lapse experiment or the spacing between planes
in a z-series is different than the interval you set, due to speed or variability of the
hardware. However, it is important not to blindly trust metadata. Imaging software
does not a priori know most hardware settings, so they must be set up and maintained
correctly. For example, pixel sizes measured for a particular objective lens will only
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be correct if that objective lens was screwed into the position in the objective turret
associated with the pixel size calibration file for this objective.

If you find it necessary to convert from a proprietary file type to a standard file
type, be sure to choose a standard file type that preserves the bit depth of the original
file and does not use lossy compression (Cox, 2006). Tagged image file format
(TIFF) is a standard format that can be read by any imaging software. Avoid file types
that change intensity values in the image (e.g., JPEG), thereby rendering your images
useless for quantitation. Be careful with pseudocoloring as well; depending on how
the pseudocoloring is applied, it may change the intensity values in an image. For
example, when creating a 24-bit color image from three 12-bit monochrome images,
intensity values are changed as each monochrome image is converted from 12 bit to
8 bits. When image processing, filtering, etc., are used to aid in image segmentation
(identification of the pixels in the image that will be measured), intensity measure-
ments should still be made on the original or corrected (e.g., flat-field) files.

1.7 MAKING COMPROMISES

While testing acquisition parameters, you may find it impossible to do the experi-
ment you imagined. In nearly every quantitative fluorescence microscopy experi-
ment, compromises must be made. The key is to make deliberate and thoughtful
compromises that minimize impact on the experimental results.

Let us say you want to measure changes in mitochondria content in cells. One
approach would be to collect high-resolution 3D z-series images of cells, to segment
individual mitochondria in each focal plane, and to measure the size/shape/intensity
of each. This approach values spatial resolution over temporal resolution and min-
imizing photodamage. Another approach would be to collect single 2D lower-
resolution images and to measure the area/intensity of the mitochondria in mass. This
approach sacrifices measurements on individual mitochondria to gain higher tempo-
ral resolution and lessen photodamage.

But what if you want it all—high spatial and temporal resolution—in a specimen
that will not allow it? This can sometimes be achieved by performing different sets of
experiments using different sets of compromises and then combining the results after
analysis.

Never compromise when it comes to health of the specimen. Biologically rele-
vant measurements simply cannot be made on cells that are highly stressed or dying,
and fluorescence illumination in combination with biproducts of the fluorescence
reaction can easily lead to both (Artifacts of light, 2013). Monitor the health of
the specimen using transmitted light microscopy (e.g., phase or DIC), either by col-
lecting a transmitted light image at each time point (if time allows) or by carefully
inspecting the cells before and after imaging. Transmitted light microscopy is pref-
erable since the fluorescence channel is reporting only the labeled protein. However,
the localization of a single protein may appear to be “normal” even while a cell is
blebbing, retracting, and dying.
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1.8 COMMUNICATING YOUR RESULTS

Every quantitative measurement has a level of uncertainty that must be reported
(Krzywinski & Altman, 2013a). Never present a histogram or graph without also in-
cluding appropriate statistics, and also be sure to report what type of statistics you are
showing (Dukes & Sullivan, 2008; Krzywinski & Altman, 2013c, 2014a). Best prac-
tice is to include as much information as possible in the reported data and show either
a scatter plot of the entire data set, or if this is impractical, show box-and-whisker
plots that allow the reader to evaluate the underlying data distribution
(Krzywinski & Altman, 2014b). The common bar graph with standard error of
the mean error bars achieves the opposite and highlights small and possibly unim-
portant differences of the mean while obfuscating the true nature of the underlying
data (Cumming, Fidler, & Vaux, 2007). If inferential error bars are used, confidence
intervals are the most informative (Krzywinski & Altman, 2013b). It is also impor-
tant to note that more frequently than not, data from quantitative imaging experi-
ments are not normal distributed (Krzywinski & Altman, 2013a). It can thus be
quite meaningless to show means and standard deviations. As quantitation has be-
come increasingly more important for biological research, several journals have
responded by providing excellent reviews on error and basic statistics. The Nature
Methods “Points of Significance” series is a particularly useful set of reviews (refer-
enced throughout this paragraph).
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Abstract

For nearly a century, examination of biological phenomena on a microscopic level has
depended on carefully calibrated optical systems, with the objective lens being regarded as
the critical determinant of image quality. In this modern day, a wide variety of high-quality
objectives exist, many with highly specialized functions and all requiring at least a certain base
level of knowledge on the part of the imager in order to realize their full potential. A good
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working knowledge of objective construction, proper use, specialized applications, and care
goes a long way toward obtaining quality results. Presented here is a practical guide to choos-
ing, using, and maintaining the proper objective for a given biological imaging application.

INTRODUCTION

The objective lens is arguably the most critical component of any optical imaging
system for biological investigation. The objective lens acts as a crucial liaison be-
tween the carefully calibrated optical imaging system and the optically imperfect im-
aging environment inherent in biological specimens. Fluorescence imaging
applications have become increasingly more sophisticated; due to this trend, correct
choice of objective and proper imaging conditions is critical. As in the past, magni-
fication and numerical aperture (NA) are key factors with respect to fluorescence but
represent just a small minority of the conditions that must be considered. Such con-
siderations include the optical corrections of the objective lens necessary for a given
application and the trade-offs made to implement those corrections. This entails not
only proper selection of objective for the experiment at hand but also other pertinent
variables such as choice of immersion medium, cover glass, and mounting medium.
Such considerations must be thoroughly evaluated, especially if the scientific ques-
tion requires optimal resolution and performance.

Biological imaging often requires very careful regulation of the environmental
conditions. Changes in such conditions play a significant role in determining the
quality of the results that can be expected when running sensitive fluorescence im-
aging experiments. Perhaps the most crucial factor requiring regulation is tempera-
ture, which affects not only the noise generated by imaging devices but also the
refractive index and viscosity of the immersion medium being used.

2.1 OPTICAL ABERRATIONS

One of the major differences between very low-cost objective lenses, as employed by
basic student microscopes, and much more expensive objective lenses for advanced
research microscopes is in the correction for optical aberrations. In this section, we
briefly cover the principal intrinsic aberrations seen in objective lenses that arise due
to the volume, material, and spherical surfaces of the lenses themselves. Although
aberrations such as coma, astigmatism, field curvature, and distortion are concerns
in optical systems (Fig. 2.1), beyond the corrections that are made in the optical de-
sign to minimize these, there is little that can be done to change them. However, we
will discuss in greater detail spherical aberration and chromatic aberration, as these
aberrations are often induced by the imaging conditions. Having a greater under-
standing of the induction of chromatic and spherical aberrations, as well as the
methods for and limits of correction, can greatly improve the results obtained in crit-
ical fluorescence imaging applications.
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FIGURE 2.1

Different types of optical aberrations commonly encountered in light microscopy grouped by
on-axis or off-axis occurrence. (a) Chromatic aberration: note how blue-shifted light is
refracted differently than red-shifted light. (b) Spherical aberration: monochromatic light
incident on different parts of a lens are dispersed at different angles, with peripheral and
central rays coming to focus at different points along the optical axis. (c) Coma: light
originating from an object displaced from the center of the optical axis comes to focus in
several lateral positions (zones), resulting in a comet-like appearance. (d) Astigmatism: rays
from any off-axis point emitter form an ellipse on the lens surface, resulting in tangential
and sagittal rays coming into focus at different points along the optical axis. The airy pattern of
a hypothetical point emitter appears stretched either horizontally or vertically, dependent
on the focal plane. (e) Field curvature: when light is focused through a curved lens, the
resulting image plane will also be curved, not planar. (f) Distortion: positive (pincushion)
distortion results in image magnification decreasing with increasing off-axis distance,
while negative (barrel) distortion results in image magnification increasing with decreasing
off-axis distance.

This figure is reprinted with permission from Murphy and Davidson (2012).
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2.1.1 ON-AXIS ABERRATIONS

In reviewing optical aberrations, those considered “on-axis” aberrations occur
with respect to light incident to the lens parallel with the optical axis. Chromatic
aberration is observed as a differential focus of polychromatic light (Fig. 2.1a) and
results from the property of dispersion of the glass material. Dispersion is defined
as the wavelength-dependent refractive index of the material, which causes rays
of light of various wavelengths to be bent (refracted) to a different degree when
entering the lens. In general, shorter wavelength blue light is bent to a greater
extent, coming to focus closer to the lens than longer wavelength green or red
light. Spherical aberration occurs similarly, where monochromatic light incident
parallel with the optical axis focuses differentially due to the curved surfaces of
the lens itself (Fig. 2.1b). This results in an axial stretch of the image of point
sources of light.

2.1.2 OFF-AXIS ABERRATIONS

In contrast to “on-axis” aberrations, “off-axis” aberrations affect the focus of tangen-
tial light incident at an angle to the optical axis. Examples of off-axis aberrations are
coma, where light from different circular “zones” varying in distance from the lens
center comes to focus in different lateral positions with respect to the optical axis
(Fig. 2.1c). Coma appears as a comet-like blurring of point sources in the image
spreading out toward the periphery of the field of view. Astigmatism is another
off-axis aberration that causes variation in the horizontal image of objects relative
to the vertical image (Fig. 2.1d). This stretch of objects switches from vertical to hor-
izontal as the object passes through focus. Field curvature is another off-axis aber-
ration, which is observed as a curved surface of the field of view, where the center or
periphery can come to focus, but not simultaneously (Fig. 2.1e).

The last aberration to be discussed is distortion, which is more commonly an issue
in stereo microscopes, which have parallel optical paths. Distortion is present when
there is a lateral shift in the focus that increases as one moves further laterally from
the optical axis (Fig. 2.1f). This is generally described by either “pincushion” or
“barrel” distortion.

2.2 TYPES OF OBJECTIVE LENSES

There are several general categories for objective lenses delineated based upon
their respective aberration corrections. In general, the more highly corrected a lens
is, the more optical elements and air/glass surfaces there are in the optical design.
This is one of the fundamental trade-offs when incorporating corrective elements,
as increasing the number of corrective elements tends to decrease the overall
transmission of light. Several of the most popular classes of objectives that will
be discussed are illustrated in Fig. 2.2, including the achromats, fluorites, and
apochromats.
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Achromat Fluorite Plan apochromat

FIGURE 2.2

“Cutaway” view of three of the most popular classes of objectives, providing a representative
view of the number of corrective elements in each. (A) Achromat objectives are the simplest,
correcting only for chromatic aberration. (B) Fluorite objectives have increased chromatic
aberration correction compared to achromats and additionally correct for spherical
aberration. Note that this type of objective also has high UV transmission. (C) Plan
apochromat (aka “Plan Apo”) objectives are the most highly corrected for chromatic and
spherical aberration. Furthermore, they are corrected for field curvature, denoted by the
“Plan” in the name.

This figure is reprinted with permission from Murphy and Davidson (2012).

2.2.1 OPTICAL CORRECTIONS

Achromat lenses are the simplest of these general categories (Fig. 2.2A) and consist
of at least two lenses, generally constructed of crown glass and flint glass, and are
corrected for axial chromatic aberration for blue and red lights (486 and 656 nm
wavelengths, respectively). The chromatic correction is accomplished using
“achromatic doublets,” which consist of a biconvex relatively low dispersion, low
refractive index lens made of crown glass, optically cemented to a plano-concave
or concave—convex lens made of relatively high dispersion, high refractive index
flint glass. Additionally, spherical aberration has been corrected in green in other
designs. As the class of lenses with the least correction, they are generally inexpen-
sive and also have a relatively low number of lens elements, resulting in higher
transmission.

The next level of objective lens with respect to increased optical correction is the
Plan Achromat lenses. As implied by the name of this class of lenses, they have the
same level of correction for chromatic and spherical aberration as the achromat
lenses but have additional correction for field curvature, exhibited as an inability
to focus the center and periphery of the field of view simultaneously. The Plan
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designation indicates that the field of view will be flat from edge to edge within its
specification, which in modern lenses is designated by the field number.

Fluor lenses are regarded as the next level of lenses and have increased chromatic
and spherical aberration correction. Fluor lenses are typically corrected for axial
chromatic aberration in the blue, green, and red regions, as well as broader correction
for spherical aberration compared to achromat lenses. Fluor lenses contain calcium
fluoride (CaF,), fluorspar, or synthetic lanthanum fluorite, which has very high trans-
mission, especially in the ultraviolet (UV) region. This class of objectives generally
has high transmission as well as great correction for quantitative fluorescence appli-
cations. The relatively high UV transmission also makes them suitable for ratio-
metric calcium imaging, as well as caged compound work and applications
requiring UV—violet photoactivation of probes. Additionally, low-strain fluor lenses
are well suited to polarized light and differential interference contrast (DIC) micros-
copy. There are variants of these lenses with trade-offs for specific applications. The
majority of fluor lenses are Plan Fluors that, like Plan Achromats, incorporate addi-
tional optical elements to correct for field curvature. However, for applications that
demand even higher transmission, especially in the UV, there are Super Fluor var-
iants, which offer enhanced transmission at the expense of flat-field correction. The
maximum NA of fluor lenses is approximately 1.3.

Classically, apochromat lenses as a class offer the highest level of correction for
axial chromatic aberration, corrected minimally for blue, green, and red light. They
are also corrected for spherical aberration at three wavelengths. Plan apochromat
lenses are also corrected for field curvature over a large field of view. These lenses
are the most complex optically, often containing 16 or more lenses in multiple optical
groups. Although very good with respect to optical transmission, these lenses are
generally not a good choice for UV applications such as calcium imaging, as trans-
mission drops off dramatically below 360 nm, with the exception of water immersion
variants. Apochromats include most the highest commercially available NAs avail-
able, up to 1.49 without using specialized materials. Objectives with NAs exceeding
1.49 are available but require expensive custom high NA cover glass and immersion
media. Optical corrections in modern lenses today are pushing the limits of design
and manufacturing beyond what was available previously, including the tailoring of
custom glass formulations to achieve very precise application-specific corrections.

Many of the current lenses for high-performance microscopy are designed based
on changes in the requirements for experimental application. One such change is ex-
panded and custom-tailored chromatic correction, such as seen in the Plan Apo
Lambda S series lenses, which, in addition to enhanced transmission due to new coat-
ing technologies, have chromatic correction designed for combined applications
such as photoactivation and confocal or multiphoton (MP) imaging, requiring chro-
matic correction through most of the visible spectrum (approximately 405-950 nm).
Another example of optical correction custom-tailored for a specific application is in
the case of the Apo TIRF 1.49 NA lenses, which are designed for TIRF and single-
molecule imaging and have chromatic correction from the violet to 1064 nm in the
infrared (IR), which is the most common wavelength for optical trapping (using an
NdYag laser), a common coincident technique in biophysics.
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2.2.2 NUMERICAL APERTURE

NA is generally considered to be the most important specification of an objective
lens. The NA determines the resolving power of the lens and directly describes
the cone of acceptance and illumination of the lens. The NA of an objective is found
by multiplying the refractive index of the imaging medium by the sine of the collec-
tion %2 angle as given by Eq. (2.1) and illustrated by Fig. 2.3:

NA = nsin(0) 2.1)

2.3 OBJECTIVE LENS NOMENCLATURE

Critical information is engraved onto the objective lens describing the magnification,
NA, immersion media required, and specialized techniques that the lens is suitable
for. Additionally, there is a color code system to make deciphering some of this in-
formation simpler and faster, as illustrated by Fig. 2.4.

2.4 OPTICAL TRANSMISSION AND IMAGE INTENSITY

The brightness or intensity of a fluorescence image is based upon several
factors, including the NA of the lens, the magnification, and the transmission
of the lens at the wavelengths of fluorescence emission. Ideally, the best lens
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[llustration of the relationship between the collection half angle, numerical aperture, and
working distance of a microscope objective. (A) A long working distance objective, with a
correspondingly small collection half angle. (B) A shorter working distance, higher numerical
aperture, objective. (C) A short working distance, high numerical aperture objective. Note the
correlation between numerical aperture and relative working distance.
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FIGURE 2.4

Objective color-coding and labeling guide. Microscope objectives include color-coded stripes
for quick communication of information about the objective magnification and immersion
medium requirements. The stripe furthest from the aperture is the magnification indicator
color band, with the magnification color-coded as described. The stripe closest to the
aperture is the immersion indicator and codes for the appropriate type of immersion medium.
Note that this stripe does not indicate anything about the refractive index, viscosity, etc., of the
immersion medium but rather its composition.

This figure is reprinted with permission from Murphy and Davidson (2012).

for brightness irrespective of spectral transmission will be the lens with the high-
est NA and lowest magnification that is suitable for the experiment. Using
Eq. (2.2), the overall arbitrary intensity of lenses can be compared. Then, by mul-
tiplying the result by the transmission of specific lenses by their transmission at
the fluorophore emission wavelength, it is possible to determine the brightest lens
for a given experiment. These values can be determined by Eqs. (2.2) and (2.3),
respectively:



2.5 Coverslips, immersion media, and induced aberration 27
I(arbitrary image intensity) = NA* /magnification’ (2.2)
Brightness = (I) x objective transmission at emission wavelength (2.3)

2.5 COVERSLIPS, IMMERSION MEDIA, AND INDUCED
ABERRATION

2.5.1 OPTICAL PATH LENGTH

As mentioned previously, it is critical to be mindful of induced aberrations. As a first
step in this direction, it is important to discuss in a bit more detail spherical aberra-
tion. Simply put, spherical aberration, the stretching of axial focus due to light from
the periphery of a lens, where the curvature of the surface is greater, focusing closer
to the lens than the focus of light closer to the axis, is corrected as discussed. How-
ever, the ability to correct for spherical aberration is for a very specific set of con-
ditions. In general, when designing a lens that has a complex design to correct for
many of the aberrations discussed previously, it is necessary that optical designers
know the optical path length with very high precision to calculate the optical pre-
scription of the lens. In order to do this, the designers must make certain assumptions:
(1) cover glass is exactly 170 pm thick, (2) the lens will image precisely at the surface
of the coverslip, (3) only the wavelengths corrected for in the design will be used for
imaging, and (4) the refractive index of the immersion media is constant. However,
in application, these criteria are very rarely met. Optical path length is considered the
physical length of each element in the optical path multiplied by its refractive index
(Formula 2.4):

OPL:(Ll Xﬂ1)+(L2XI’l2)+-“(Ln ><n,1) 2.4)

Although the thickness of each element within the optical system and their refractive
index are known to very high precision, there are variables that can change in the
equation, which will change the optical path length and induce spherical aberration.
First of all is coverslip thickness. If typical coverslips are measured for thickness, it
will be observed that there is a significant variance, as much as £10%. Second, im-
mersion media is a variable, as immersion oil decreases in refractive index as it in-
creases in temperature. Most immersion media refractive index is determined for a
single wavelength of green light and at a “room temperature” of 25 °C. It is possible
to minimize these variables to decrease spherical aberration. Coverslips are now
commercially available that have higher precision for thickness, and if it is very crit-
ical, some scientists measure coverslip thickness and discard those that are out of an
acceptable range. Also, there are now immersion oils that can be purchased that will
have the appropriate refractive index at variable temperatures, such as immersion oil
that has a refractive index of 1.515 at 37 °C rather than 25 °C. Furthermore, attempt-
ing to work as closely as possible to the coverslip will greatly reduce spherical
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[llustration of the effect of correction collar adjustment on aberration correction and

image quality. The images in panels (A-C) were taken using a Nikon Plan Apo 40 x NA 0.95
dry objective at each of the different indicated correction collar settings. The image is of
LaminB1 immunolabeled with Alexa Fluor 488 in fixed Hela (S3) cells mounted in
Opti-Bryt mounting medium (n~1.5) beneath a low size variability #1.5 coverslip
(width=0.17£0.005 mm). (A) Correction collar is set to 0.11 mm, note the extreme
upward position of the movable lens group and the corresponding poor image quality.

(B) Correction collar is set to the optimum value of 0.17 mm, note the enhanced image
contrast compared to panels (A and C). (C) Correction collar is set to 0.22 mm; image is
aberrated to a similar degree as (A) and movable lens group is in extreme downward position.

aberration. In some critical applications, spherical aberration is corrected by evalu-
ating performance at the depth and under experimental conditions with a series of
oils and choosing the best for the conditions.

2.5.2 CORRECTION COLLARS

One of the simplest ways to correct for spherical aberration is the use of a lens with a
correction collar, which varies the spacing of optical groups inside the objective lens
in a location that causes maximal change in the angles of peripheral versus axial rays
in the lens. Correction collar adjustment and its effect on image quality are illustrated
by Fig. 2.5.



2.5 Coverslips, immersion media, and induced aberration 29

2.5.3 COVER GLASS

As stated, most objectives are designed for use with coverslips of thickness 0.17 mm,
commonly specified by the grade #1.5. Many researchers will simply set the correc-
tion collar to the idealized value of 0.17 without determining the optimum position.
However, the aforementioned variation in thickness still makes the use of a correc-
tion collar pivotal for experiments where resolution needs to be optimized. Many
vendors offer “high-performance” coverslips exhibiting a lesser degree of thickness
variation but at a premium cost. A variety of alternative coverslip thickness grades
are available, including #0 (~83—-130 pm), #1 (130-160 pm), #1.5 (160-190 pm),
and #2 (190-250 pm). #1.5 Coverslips are considered standard, but alternative cov-
erslip grades are often considered superior for certain specialized applications. For
example, researchers often use #0 or #1 coverslips if the application requires coating
the coverslip (e.g., with collagen or polylysine for adherent cell cultures), thus in-
creasing the thickness and optical path length of the entire preparation. Furthermore,
the mounting medium itself may increase the distance between the specimen and the
objective lens. Correction collars are not as important for objectives with NA < 0.4
because aberration does not seriously degrade image quality. However, correction
collar adjustment is especially important for high-NA, “high-dry” objectives because
they are prone to spherical aberration. Some objectives now come with correction
collar settings that also vary with temperature, making correction even more robust.
It is thus of utmost importance that the optimal setting be determined experimentally
by the user. The following step-by-step method should be helpful for practically de-
termining optimal collar position for the actual optical path length:

1. Set the collar to the default position corresponding to 0.17 mm.

2. Focus on a very fine specimen detail.

3. Rotate the correction collar by very small increments and refocus. If image
quality is improved, continue to adjust the collar in the same direction while
refocusing until image quality degrades.

4. If quality decreases, adjust the collar in the opposite direction while refocusing.
Generally, start by shifting the correction collar toward larger values
(0.17-0.22 mm). This is due to the fact that the cover glass-medium combination
is thicker than the cover glass alone.

Optimum resolution is obtained when the refractive indices of all the components in
the optical path are identical. Dry objectives collect the smallest angle of light from a
hypothetical point emitter mounted in a standard mounting medium-coverslip com-
bination. Light traveling through the cover glass (n~ 1.5) into air (n~ 1) has a much
smaller critical angle than that traveling through the cover glass into water (n~ 1.33)
or oil (n~1.52). For dry objectives in this type of setup, light incident at an angle
greater than approximately 40° from the normal is reflected; this value is closer
to 60° for water immersion objectives. The relationship between the refractive indi-
ces of the cover glass and immersion medium and the cone of acceptance of the ob-
jective are explored in Fig. 2.6, which illustrates the light lost from high refractive
index specimens with dry and water immersion objectives.
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FIGURE 2.6

Comparison of light acceptance in dry, water, and oil immersion objectives with high refractive
index specimens. Values given for the illustrated light angles are from the normal
(represented by a dashed line). (a) Oil immersion objectives collect the widest angles of light
from point emitters by maximizing refractive index and preventing a decrease in refractive
index with the potential to cause reflection instead of refraction. (B) Some light from a high
refractive index emitter (n~ 1.5) is lost when imaged with a water immersion objective due to
the decrease in refractive index to ~1.33, causing some light to be reflected and some
refracted outside of the detection cone. (C) Dry objectives collect the least amount of light
from a specimen where n~ 1.5, with a significantly smaller critical angle than water
immersion objectives.

2.5.4 IMMERSION MEDIA

Choice of immersion oil should be considered carefully by the investigator, a large
variety of types from a multitude of vendors exist, making identification of suitable
oils sometimes difficult. In general, high-quality oil will have a refractive index of
approximately 1.515-1.518, matching the index of typical cover glass. It is important
that the refractive index of the oil remains stable with varying environmental con-
ditions and similar over a wide range of the visible spectrum. Generally, both the
refractive index and viscosity of immersion oils change with temperature, making
its use sometimes problematic for live-cell imaging applications.

Most commercial microscope vendors have their own immersion oils, but third-
party companies also produce oil, a popular vendor being Cargille-Sacher Labora-
tories Inc. General types of oil for most optical imaging applications are types A and
B. Type A has a higher viscosity (~150 cSt), resulting in a reduced tendency to trap
air bubbles. Type B is significantly more viscous (~1250 cSt), making it easier to use
the same oil application to view multiple slides sequentially, thus saving time
with high-content applications. Specialized high-viscosity oils are also available
for use with inverted microscopes and other systems where “runoff” may be a con-
cern or where there exists a long distance between cover glass/objective and slide/
condenser. An important factor to keep in mind when selecting oil for fluorescence
studies is the amount of intrinsic autofluorescence created by illumination of the
oil itself at varying wavelengths. Low to nonfluorescent oils specifically for
fluorescence microscopy are available, such as sandalwood oil and synthetic types
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LDF, HF, and FF (Cargille). However, for most applications, types A and B are
more than suitable.

Immersion medium for water objectives differs from that for standard oil immer-
sion objectives. First, it has a lower refractive index, generally of ~1.33, matching
the refractive index of water. It is important that the user use a nonevaporating me-
dium, especially if working over long periods of time or if temperature is maintained
at physiological levels. Because of the lower refractive index, the NA of water im-
mersion objectives does not usually exceed ~1.2. However, water immersion objec-
tives tend to have longer working distances than their oil immersion relatives and are
ideally suited for imaging in aqueous media, as required for live-cell imaging appli-
cations. Furthermore, if there is an appreciable amount of aqueous media between
the sample and the cover glass, water immersion objectives suffer from significantly
less spherical aberration than oil immersion.

2.6 CONSIDERATIONS FOR SPECIALIZED TECHNIQUES

There exist a variety of specialized biological imaging techniques that have not yet
been addressed, a number of which require even more highly specialized objectives.
There exist quite a variety of objectives highly tailored toward more specific imaging
applications.

One popular type of specialized objective are the “water-dipping” objectives,
where the aperture is directly immersed into the imaging medium, for example, ex-
posed living tissue or in a brain slice perfusion chamber. One benefit of a water-
dipping lens as compared to a standard water immersion objective is that the user
does not have to compensate for the change in refractive index presented by the glass
coverslip, reducing the number of variables that must be accounted for in the optical
path. Additionally, water-dipping objectives tend to have relatively long working
distances and are thus considered ideal for live-cell/deep tissue imaging, as well
as for applications exploiting micromanipulation (e.g., electrophysiology).

One popular technique often used in conjunction with fluorescence imaging is
Nomarski or DIC imaging, a bright-field technique whereby gradients in optical path
lengths are visualized. The technique is popular from routine examination of cell cul-
tures to much more advanced applications, such as optical sectioning. Specialized
objectives are available for DIC imaging. DIC objectives do not generally require
any internal modification, but are designed for use in conjunction with a Nomarski
or Wollaston prism in the light path. Additionally, DIC is a technique premised upon
using polarized light and as such needs to be performed with low-strain optics, as
strained optical glass can create spurious artifacts when illuminated with polarized
light. Objectives for use in conjunction with polarized light are generally marked
with a P, PO, or Pol on the barrel.

MP and more general IR imaging applications are popular techniques for deep
tissue imaging, longer wavelengths are less scattered by biological specimens,
and furthermore, MP is a powerful technique for optical sectioning of thick samples.
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These methods are unique in that they require optical components with high trans-
mission in the near-IR and IR portion of the EM spectrum. Specialized objectives
with high IR transmission are available for these techniques. Generally, high-NA,
low-magnification objectives are preferred for these applications.

Another popular fluorescence imaging application is the use of focused laser ra-
diation to perform optical trapping, also known as optical tweezers. The radiation
pressure from a focused laser beam has the ability to trap particles ranging in size
from approximately 10 to 100 nm. Applications include trapping of live cells, organ-
elles, viruses, etc. IR lasers are generally preferred; thus, objectives for this applica-
tion should have high IR transmission. In order to be used for trapping, objectives
also need to have a high NA, typically ~1.2-1.4. A 1.27 NA long working distance
water immersion objective is available with 70% transmission and chromatic aber-
ration correction as far out as 1064 nm, ideally suited for this type of application.

Specialized multi-immersion objectives are available; these “catch-all” objec-
tives are compatible with a number of different immersion media, generally includ-
ing oil, water, glycerin, and other substances. These objectives are especially useful
for imaging specimen features significantly removed from the cover glass interface
where the optimum immersion medium is not immediately obvious.

2.7 CARE AND CLEANING OF OPTICS

Microscope objectives are often one of the most expensive (and important) acces-
sories required for high-performance imaging applications. Thus, proper care and
cleaning of not only the microscope but also the objectives and other optics should
be of utmost importance. For a more detailed treatment of microscope cleaning, refer
to the works of James and Tanke (1991) and Inoué and Spring (1997). The user must
be vigilant with respect to fundamental aspects of optics care.

The microscope stand should be shielded from dust when not in use (e.g., with a
cloth or plastic cover) and the internal components protected from the outside envi-
ronment by capping all unoccupied objective ports, camera mounts, and ocular
sleeves. Accumulations of dust on nonoptical components of the microscope can
generally be removed with a slightly moist cloth. However, dust, in addition to eye-
lashes, facial oils, and other debris, has an increased tendency to accumulate on fre-
quently used oculars. Such debris can be simply removed by gently wiping with a
cotton swab in the manner shown by Fig. 2.7. Loose dust on objectives can be re-
moved by gently blowing with an air bulb. When not in use, objectives should be
either protected from dust or stored in a screw-cap plastic case.

Immersion oil should always be removed from objectives when not in use. Ex-
posed oil on an objective is prone to catching dust and other particulate matter with
potential to cause damage to the glass if not properly removed. Additionally, immer-
sion oil acts as a very mild solvent, weakening the seal surrounding the front lens
element over extended periods of time. Oil should be gently removed with a quality
lint and abrasive-free lens paper, taking care not to apply direct pressure with the
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FIGURE 2.7

Method for removing dust and other debris from microscope oculars. (A) Very gently wipe the
ocular using a cotton swab moistened with a commercial lens cleaning formulation in a spiral
pattern, working from the center toward the periphery as shown by (B) and not “outside-in” as
illustrated by (C) or using a zig-zag pattern (D).

This figure is reprinted with permission from Murphy and Davidson (2012).

potential to grind any particulate matter against the lens. Damage to the glass may not
be immediately obvious, but can degrade image quality permanently. Once the ma-
jority of the oil is gently removed with lens paper, the rest can be taken cared of using
lens paper wetted using a commercial objective lens cleaner. Never apply excess
pressure or cleaner, and swipe only once in a single direction with a new portion
of lens paper for several iterations so as to work the oil off of the lens rather than
spreading it around. Other suitable solvents include pure ethanol and ethyl ether, both
of which work well on particularly significant deposits. Commercial glass cleaners
should be avoided.

If possible, the objective should remain attached to the turret so as to avoid any
potential mishandling. Always remember to clean oil, spilled culture medium, and
other fluids present on the microscope; this is of particularly for inverted micro-
scopes. If such fluids come in contact with the base of the objective, it can become
virtually sealed in place. If this is the case, apply a small amount of water (to dissolve
salts) and/or an oil-penetrating agent at the base of the objective meeting the turret.
Remember never to apply mechanical strain when removing or handling an objective
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as this can easily and permanently damage the internal optics and thus ruin perfor-
mance. Additionally, it should be noted that objectives are sensitive to the ambient
humidity and temperature conditions. Specifically, large temperature fluctuations
should be avoided as sudden change can introduce strain.

CONCLUSIONS

More than ever, a solid working knowledge of microscope objectives and their
proper use and care are necessary for the high-sensitivity imaging applications be-
coming increasingly popular today. The ready availability of high-quality objectives
should not act as an excuse for ignorance on the part of the user, but rather as an
opportunity to fine-tune the sensitivity and resolution of the application in question.
Using this chapter as a guide, the imager should be able to get more out of their im-
aging time while maintaining the performance of their objectives.
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Abstract

Charge-coupled device and, increasingly, scientific complementary metal oxide semiconduc-
tor cameras are the most common digital detectors used for quantitative microscopy applica-
tions. Manufacturers provide technical specification data on the average or expected
performance characteristics for each model of camera. However, the performance of individ-
ual cameras may vary, and many of the characteristics that are important for quantitation can
be easily measured. Though it may seem obvious, it is important to remember that the digitized
image you collect is merely a representation of the sample itself—and no camera can capture a
perfect representation of an optical image. A clear understanding and characterization of the
sources of noise and imprecision in your camera are important for rigorous quantitative anal-
ysis of digital images. In this chapter, we review the camera performance characteristics that
are most critical for generating accurate and precise quantitative data and provide a step-by-
step protocol for measuring these characteristics in your camera.
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3.1 INTRODUCTION TO DIGITAL CAMERAS FOR QUANTITATIVE
FLUORESCENCE MICROSCOPY

For all of their technical complexities, the core function of the charge-coupled device
(CCD) and scientific complementary metal oxide semiconductor (sSCMOS) digital
cameras used for microscopy applications can be stated simply: digital cameras con-
vert the optical image generated by your microscope into a digital image that can be
used for quantitative measurements (Aikens, Agard, & Sedat, 1989; Spring, 2001).
A digital image is an array of pixels, with each pixel representing a finite area of your
sample and possessing a grayscale value (a.k.a. intensity value or digital number)
that is meant to reflect the flux of photons originating from that area. The grayscale
values in a digital image of a fluorescent specimen can be used to determine the lo-
cation and amount of fluorophore in your sample. To understand the correlation be-
tween gray values in the digital image and photons emitted by the sample, one must
understand the fundamental properties and function of the camera used to form the
digital image (Janesick, 2007). To the extent that the gray values in your image fail to
represent the “truth” of your sample, any quantitative analysis of the image will be
equally inaccurate (Waters, 2009).

CCD and CMOS cameras contain a silicon-based “chip” composed of an array of
light-sensitive photodiodes and associated electronics (Aikens et al., 1989; Pawley,
2006a). Each photodiode on the camera chip can form one pixel in a digital image.
Conversion from photons to gray values occurs in two stages. First, upon hitting a pho-
todiode, a photon causes the release of an electron in a probabilistic phenomenon called
the photoelectric effect (Einstein, 1905; electrons released in response to photons are
referred to as “photoelectrons”). Each photodiode on the chip serves as a photoelectron
“bucket,” collecting charge over the duration of the camera exposure (Inoué & Spring,
1997). Photodiodes can hold a limited number of photoelectrons, referred to as the full
well capacity (FWC); photodiodes that reach FWC during an exposure cease to increase
their accumulated charge in response to additional photons and result in a saturated pixel
in the digital image. At the end of the exposure time, the second stage begins: the accu-
mulated charge in each photodiode (referred to as a “charge packet”) is measured or
“read out” and converted into a gray value. The charge packet is transferred to a
“read node” (the method of transferring the charge varies depending on the camera;
Aikens et al., 1989; Inoué & Spring, 1997) where the voltage of each charge packet
is amplified by a read amplifier to a range appropriate for digitization (conversion to
a gray value) by the analog-to-digital converter (ADC)(Pawley, 2006a).

The cameras most often used in quantitative fluorescence microscopy fall into
one of two categories: CCD or sCMOS. The differences between these two technol-
ogies are numerous (for reference, see: Baker, 2011; Moomaw, 2013; Saurabh,
Maji, & Bruchez, 2012), but perhaps the most significant difference is in how the
chips are read. While CCDs have a single read amplifier and ADC to which all pho-
toelectron charge packets must be transferred for digitization, CMOS chips are
active-pixel sensors, meaning each photodiode on the chip has its own amplifier
and each chip has multiple ADCs. This parallelization of the readout process impacts
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a number of camera characteristics, which we will discuss throughout this chapter.
sCMOS cameras contain CMOS chips that have performance characteristics suitable
for scientific applications (Fowler et al., 2010).

3.2 CAMERA PARAMETERS

When assessing a camera, one should begin with the technical specification sheet
provided by the manufacturer (usually available online). In this section, we will ex-
amine some of the critical characteristics listed on these specification sheets and how
they limit camera performance and digital image quality.

3.2.1 QUANTUM EFFICIENCY

In a perfect world, every photon that hits the camera chip would result in a photo-
electron. Unfortunately, this is not the case: Some photons hit the electrical circuitry
on the chip, some are absorbed by structural material, and some of the photons that
hit the light-sensitive region of the photodiode simply fail to elicit a photoelectron.
The average percentage of photons hitting the chip that generate photoelectrons is
referred to as the quantum efficiency (QE) of the camera (Pawley, 2006a; Rasnik,
French, Jacobson, & Berland, 2007; Spring, 2007). QE varies as a function of the
wavelength of light and, to a lesser degree, temperature. Higher QE results in the
collection of more photons from your sample and may well be the one camera prop-
erty that does not bring with it an implicit compromise.

3.2.2 NOISE

If you were to repeatedly image an unchanging sample with the exact same camera and
settings, every exposure would yield an image with slightly different gray values. This
variation in pixel intensity values is called noise (Chapter 1). The goal of quantitative
microscopy is to form an accurate digital representation of the sample, and noise hin-
ders this goal by introducing uncertainty in the intensity values, which both degrades
image quality and limits our ability to detect small changes in fluorescence in the sam-
ple (Waters, 2009; Wolf, Samarasekera, & Swedlow, 2007). An important property of
digital images is the signal-to-noise ratio (SNR). Formally, SNR is defined as the ratio
of the signal (in photoelectrons) to the sum of all sources of noise (in electrons) in the
digital image (Moomaw, 2013; Rasnik et al., 2007; Sheppard, Gan, Gu, & Roy, 2006).
There are four dominant sources of noise in a digital image: Poisson noise, read noise,
dark current, and fixed-pattern noise (Janesick, 2007). Later in this chapter, we will
outline a protocol for directly measuring these sources of noise in your camera.

3.2.3 POISSON NOISE

Poisson noise (a.k.a. shot or photon noise) arises from the fact that the arrival of pho-
tons at the camera chip is a stochastic process and follows Poisson counting statistics
(Schottky, 1918; Sheppard et al., 2006). Imagine, for example, that you are counting
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photons from a light source that emits an average of 100 photons per second. If you
were to collect photons from this light source multiple times, for precisely 1 s each
time, you would get a range of different photon counts with a mean of 100 photons.
The photon counts would have a Poisson distribution with a standard deviation equal
to the square root of the measured number of photons (10, in our example).

There is nothing that can be done to eliminate Poisson noise. One can, however,
minimize the detrimental impact of Poisson noise on the total SNR in the image by
collecting more photons. Figure 3.1A-D depicts a simulation of a neuron imaged
with a theoretical ideal camera that has 100% QE and contributes no additional noise
to the image. The only noise present in these simulated images is Poisson noise, equal
to the square root of the number of photons collected. As more photons are collected
(by increasing the exposure time), the SNR of the image increases.

Exposure duration

1ms 10 ms 100 ms 1000 ms

Poisson noise
no read noise

Poisson noise
8 e read noise

FIGURE 3.1

Noise in simulated images of a neuron. Columns from left to right simulate increasing
exposure times of a sample emitting on average 1000 photons/s at the brightest point. SNR is
displayed in the bottom right corner of each image, where

SNR =signal(e~)/y/signal(e~) + 62,,,. All images are autoscaled to the brightest and
dimmest pixels. Panels A-D show the effect of Poisson noise in a sample imaged with a
theoretical ideal camera that contributes no additional noise to the image. Poisson noise is
more noticeable at shorter exposure times when fewer photons are detected. Panels E-H
simulate a camera with 8 electrons read noise (r.m.s.). Read noise was simulated in each
pixel by adding a random number pulled from a Gaussian distribution with a standard
deviation equal to the read noise and a mean of 0. With lower signal levels in shorter exposure
durations (read noise regime, Fig. 3.4), read noise obscures the signal and dominates the
SNR. At higher exposure durations (Poisson noise regime, Fig. 3.4), the contribution of read
noise becomes less significant and the SNR approaches that of the “ideal” camera where
Poisson noise is the only significant source of noise.
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3.2.4 CAMERA NOISE

Ideally, the number of photoelectrons collected in each photodiode during the expo-
sure time would result in a predictable gray value in the image. However, there are
additional sources of noise generated by the camera that cause variation in the gray
values in the image (Janesick, 2007; Pawley, 1994, 2006a). On the manufacturer’s
specification sheet, the different sources of camera noise are reported in electrons,
not gray values; this allows for easy comparison of noise between cameras that
may have different electron to grayscale conversion factors.

The dominant source of noise in cameras commonly used for quantitative micros-
copy is read noise. Read noise results primarily from imprecision in the measurement
of each photoelectron charge packet by the read amplifier. Camera noise, including
read noise, can be seen by acquiring a “dark image,” that is, an image in which no
light is delivered to the camera. Dark images will have a distribution of pixel inten-
sities centered on an average gray value corresponding to zero photons (called the
camera “offset,” defined in the succeeding text), and the standard deviation of this
distribution is proportional to the read noise. On CCD specification sheets, read noise
is reported in units of electrons root mean square (r.m.s.). SCMOS camera specifi-
cation sheets often report the median pixel read noise value, which is typically lower
than the r.m.s. value. Read noise typically increases as a function of readout speed:
the faster the camera measures each charge packet, the less precise the measurements
will be (Rasnik et al., 2007). While read noise may vary with readout rate, it is in-
dependent of exposure time and of the number of photons collected. Thus, just as
with Poisson noise, collecting more photons increases the signal-to-read noise ratio
(Waters, 2009). Figure 3.1E—H shows a series of simulated fluorescence images with
constant signal, no background fluorescence, and a read noise of 8 electrons r.m.s. At
lower signal levels, read noise dominates the noise in the image. This demonstrates
that whenever possible, it is preferable to collect sufficient signal to escape the read
noise and work in the Poisson noise regime.

Thermal noise (a.k.a. dark current or dark noise) is a result of heat-induced re-
lease of electrons from the silicon chip. Thermal noise is typically reported on cam-
era specification sheets in electrons/pixel/s. The buildup of thermally generated
electrons is directly correlated with the temperature of the chip, and cooling the chip
dramatically decreases thermal noise. The best CCD cameras for quantitative mi-
croscopy cool the chip to a temperature (typically —30 °C or less) such that the
thermal noise is negligible for the range of exposure times typically used (e.g.,
< 0.05 e /pix/sec). Minimizing thermal noise is paramount in electron-multiplying
CCDs (EMCCDs), where thermally generated electrons may be amplified exponen-
tially. EMCCDs are discussed further in the succeeding text.

3.2.5 FIXED-PATTERN NOISE

During the camera exposure time, each photodiode must collect and hold the photo-
electrons generated. However, not all photodiodes collect this charge with the same
efficiency and this leads to differences between pixels that persist across exposures
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(Janesick, 2007). Because this pattern of variable sensitivity is spatially consistent
from image to image, it is termed “fixed-pattern noise.” Fixed-pattern noise
increases in direct proportion to the signal. It should be noted that fixed-pattern noise
can arise from sources unrelated to the detector itself, such as dust particles stuck on
the camera window, or elsewhere in the light path. Consistently uneven illumination
or image vignetting can also be considered sources of fixed-pattern noise. Fortu-
nately, fixed-pattern noise can often be corrected after image acquisition using
flat-field correction methods (Chapter 1; Wolf et al., 2007).

In sSCMOS cameras, fixed-pattern noise may also arise from pixel-to-pixel and
column-to-column variations in the gain of the different amplifiers. For this reason,
fixed-pattern noise is frequently much more noticeable in CMOS cameras than
in CCD cameras, though recent improvements in SCMOS design have helped to
reduce fixed-pattern noise (El Gamal, Fowler, & Min, 1998; Snoeij, Theuwissen,
Makinwa, & Huijsing, 2006).

3.2.6 DIGITIZATION, BIT DEPTH, AND DYNAMIC RANGE

Once the photoelectron charge packet has been transferred to the read amplifier and
converted into a voltage, the voltage must be digitized by the ADC in order to be
stored on a computer hard drive and displayed on a monitor. At the ADC, the voltage
from each photodiode is converted to a digital gray value corresponding to signal
amplitude (Pawley, 2006b). For a given camera configuration, there is a conversion
factor (which we will calculate in the following section) that can be used to convert
gray values to photoelectrons (Janesick, 1997, 2007). The maximum possible gray
value typically corresponds to the FWC (the maximum charge in electrons that each
photodiode can store). The lowest possible gray value (representing zero signal),
however, will not be 0. Rather, most cameras are set with a baseline camera offset
value in order to capture noise-induced fluctuations that would otherwise be cut off,
since gray values do not go below zero.

The bit depth of the camera digitizer determines the number of distinct possible
gray values in each pixel. A pixel in a 12-bit camera, for instance, can have one of 2'2
(4096) possible intensity values. The higher the bit depth, the more gray value steps
there are between absolute O (black) and saturation (white). This is demonstrated in
Fig. 3.2, in which higher bit depths provide finer gradations of gray values. However,
there is a point at which higher bit depths cease to provide any additional information
about the image.

In a CCD, dynamic range is typically defined as the ratio of the theoretical max-
imum measurable signal to the minimum measurable signal (Moomaw, 2013;
Stelzer, 1998). On a camera specification sheet, dynamic range is expressed as
the ratio of FWC (the maximum possible signal) to the read noise (which can be con-
sidered a lower bound on the minimal detectable signal). So, a camera with a FWC of
18,000 electrons and a read noise of 6 electrons r.m.s. would have a dynamic range of
3000:1. This implies that the camera can discern about 3000 different intensity
values. For such a camera, a bit depth of 12 (4096 possible gray values) would be
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FIGURE 3.2

The same signal gradient digitized at five different bit depths. The 8-bit image shows a smooth
ramp of 256 (28) gray values from black to white. At lower bit depths, discrete steps in gray
values are perceivable. In a 1 bit image, there are only two possible gray values.

more than enough to sufficiently sample the intensity information. A higher bit depth
would simply oversample the intensity data, creating larger file sizes with minimal
analytic benefit. It should be noted that, in practice, the usable dynamic range of a
CCD is often quite smaller than the ratio of FWC to read noise, due to CCD nonli-
nearity as the signal strength approaches the FWC, as well as the fact that the min-
imum quantifiable signal intensity in photoelectrons is actually well above the read
noise level.

3.2.7 AMPLIFICATION

To detect a signal in a digital image, the signal must be greater than the noise; signal that
is within the range of the noise will be indistinguishable from noise. In applications such
as single-molecule imaging (specimens that emit a very limited number of photons) or
high-speed imaging (where very short exposure times limit the number of photons
that can be collected), the signal is often within the noise range of a standard cooled
CCD camera. Modern sCMOS cameras with very low read noise (<1 e~ r.m.s) pro-
vide one possible solution to this problem. Another solution, provided by electron-
multiplying CCDs (EMCCDs), is to amplify the photoelectron packet before it
is read by the charge amplifier (i.e., before read noise is added; Moomaw, 2013).
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When considering using an EMCCD camera for quantitation of fluorescence intensi-
ties, it is important to understand how amplification affects the image SNR.
EMCCD cameras use CCD chips with an extended multiplication (a.k.a. gain)
register that is used to amplify photoelectrons before they reach the readout amplifier
(Jerram, Pool, & Bell, 2001; Mackay, Tubbs, & Bell, 2001). This multiplication reg-
ister consists of many hundreds of photodiodes with high FWC. Photoelectrons are
accelerated through the photodiodes in the multiplication register using large voltage
gradients. With a very small probability, this can lead to a phenomenon known as
“impact ionization”: the release of additional electrons from the photodiode upon
impact of the photoelectron. This mechanism results in the amplification of the
charge packet several thousandfold, bringing the signal above the read noise.
Amplifying the signal to levels above the read noise can be extremely useful for
low-light or high-speed imaging. Nonetheless, there are some important caveats to
keep in mind when considering using an EMCCD camera for quantitative micros-
copy. Most importantly, the electron multiplication register adds a unique type of
excess noise to the image referred to as multiplicative noise (Moomaw, 2013;
Pawley, 2006a; Robbins & Hadwen, 2003). As mentioned earlier, impact ionization
may occur at each photodiode in the multiplication register, but with a very small
probability. Over the hundreds of photodiodes in the multiplication register, the
probabilistic nature of impact ionization leads to high levels of uncertainty regarding
the total amount of amplification that may result from a given charge packet (Lantz,
Blanchet, Furfaro, & Devaux, 2008). The probability distribution of output electrons
given a certain number of input electrons is shown in Fig. 3.3. When looked at con-
versely, the problem becomes apparent: It is impossible to predictably correlate a
given number of output electrons with a specific number of input electrons. There-
fore, the amplification used by EMCCDs makes it possible to detect low levels of
photons that would otherwise be lost in the read noise, but the precision with which
we can determine the number of photons that hit the chip is compromised.
Multiplicative noise effectively magnifies Poisson noise; the intrinsic variability
in the signal is amplified and the degree of certainty regarding the “ground truth” of
the signal decreases (Pawley, 2006a). This makes EM gain less than ideal for quan-
titative microscopy when signal levels are high enough that Poisson noise is the dom-
inant source of noise in the image. Furthermore, in samples that have significant
background (from tissue culture media, out-of-focus fluorescence, etc.), amplifica-
tion of photoelectrons from the background (and the associated Poisson noise) fur-
ther degrades the image SNR. This makes EMCCDs more suited to situations in
which background can be reduced to extremely low levels (e.g., total internal reflec-
tion fluorescence microscopy). Most EMCCDs come with a second traditional serial
register that allows the camera to be used without amplification when signal levels
are high. In addition, because EMCCDs are designed for applications requiring high
sensitivity, they typically have larger pixel sizes and therefore produce images with
reduced spatial sampling. Thus, EMCCDs offer amplification that effectively re-
duces read noise and enables fast acquisition rates and can be extremely useful
for imaging samples with low signal and low background. However, due to the
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The probability of observing a certain number of output electrons at the read amplifier given a
known number of input photoelectrons (represented by the five different lines) and a
simulated EM gain of 300. A given number of output electrons recorded at the read amplifier
can result from a large range of possible input electrons, making it difficult to determine how
many photoelectrons were generated in each photodiode.

inherent trade-off of multiplicative noise, it is best to optimize the specimen and mi-
croscope to ensure maximal photon collection before resorting to a camera that am-
plifies the signal.

3.2.8 sCMOS CONSIDERATIONS

One consequence of the parallelization of readout electronics in sSCMOS cameras is
the ability to simultaneously drive each read amplifier much slower, thereby decreas-
ing read noise while achieving much faster readout rates, often with more total pixels
and an increased field of view. This “no compromise” promise has led to a rapid rise
in the marketing and use of sSCMOS cameras for microscopy in recent years. Cer-
tainly, sSCMOS represents an exciting addition to the imaging options available to
microscopists, but there are a few important points to understand when considering
sCMOS cameras for quantitative microscopy. In a CCD camera, all pixels share the
same read amplifier circuitry, and the read noise is therefore constant across all
pixels. In sCMOS cameras, on the other hand, each individual photodiode has its
own noise and gain characteristic, resulting in dramatic pixel-to-pixel variation.
While the average photodiode read noise of a SCMOS camera is typically lower than
a CCD, read noise is no longer constant across the chip. This can be important to keep
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in mind when using conventional image analysis algorithms (which assume uniform
chip-wide Gaussian read noise) on images acquired with sSCMOS cameras (Huang
et al.,, 2013). Another unique characteristic of sCMOS architecture is “rolling
shutter” readout option, in which different rows of the pixel array are both exposed
and read at different times. As a result, different parts of the image are acquired at
different absolute moments in time. With highly dynamic samples, it is important to
confirm that rolling shutter mode is not introducing artifacts or distortions that may
compromise the interpretation of your data.

3.3 TESTING CAMERA PERFORMANCE: THE PHOTON
TRANSFER CURVE

Camera specification sheets are the best place to begin when looking for a camera
that fits the imaging requirements of your experiment. But specification sheets rep-
resent a best- or average-case scenario, not a guarantee, and two cameras with similar
looking specs can perform quite differently when compared side by side. There is
also some amount of camera-to-camera variation even within a specific camera
model from a single manufacturer. Finally, differences in software and driver con-
figurations can cause the same camera to behave differently between systems. For
these reasons, it is important to have a method to assess camera performance on your
own microscope, with your own acquisition software. Fortunately, a very clever
method known as the photon transfer curve (PTC) was developed by NASA decades
ago and applied to CCDs by Jim Janesick in the 1970s. An exhaustive analysis of
CCD performance requires specialized equipment such as integrating spheres and
calibrated photodiodes. However, without any special equipment, a carefully
acquired PTC provides an empirical measure of critical camera performance char-
acteristics including read noise, FWC, dynamic range, pixel nonuniformity, dark
noise, and a conversion factor that can be used to convert arbitrary gray values to
photons. Janesick’s book on photon transfer is a wonderful resource for those looking
for a complete treatment of the topic (Janesick, 2007). In this section, we will begin
with an explanation of PTC theory and then walk through a protocol for assessing
your camera using a basic photon transfer analysis (Janesick, 1997).

3.3.1 PHOTON TRANSFER THEORY

A PTC is alog—log plot of total image noise (the standard deviation of pixel intensity
values) as a function of signal intensity (the average pixel intensity value) of a uni-
form light stimulus (Fig. 3.4). This plot reveals four distinct noise “regimes,” defined
by the signal intensity: (1) the read noise regime, representing the minimum level of
noise achievable; (2) the Poisson noise regime, in which Poisson noise from the sam-
ple is the dominant source of noise; (3) the fixed-pattern noise (FPN) regime, in
which fixed-pattern noise (pixel nonuniformity) dominates the noise; (4) and the full
well regime, where FWC is reached and there is a precipitous drop in pixel intensity
variation as all pixels become saturated. Figure 3.4 displays a PTC collected with an
interline CCD camera using the protocol presented in this chapter.
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FIGURE 3.4

Representative photon transfer curve generated with a 12-bit interline CCD. Total noise is
composed of three individual sources of noise: read noise, Poisson noise, and fixed-pattern
noise (FPN). On a log—log plot, read noise is constant and has a slope of O; Poisson noise
scales with the square root of the signal and has a slope of 0.5; fixed-pattern noise is
proportional to the signal and has a slope of 1. The three noise regimes are defined by the
dominant source of noise over a given range of signal intensity. Note, in this camera, FPN is
low enough that the full well regime (pixel saturation) was reached before the fixed-pattern
noise regime. Important calculated values are indicated on the graph. GV = gray value;

K = electron conversion factor; Py = FPN quality factor; see Section 3.3.2 for details.

A primary goal of photon transfer analysis is to calculate a conversion factor (K)
that relates photoelectrons (e™) in the chip to the gray values (GV) in our image (i.e.,
K=e 7 /GV). The fundamental relationship between photoelectrons and Poisson
noise can be leveraged to calculate this conversion factor, without a priori knowledge
of the number of photons hitting the detector. Recall that Poisson noise is always
equal to the square root of the photoelectrons generated (S):

O Poisson (ei) = S(e_) (3 1)

By introducing the conversion factor (K), Eq. (3.1) can be expressed in units of gray
values (GV) output by the camera, instead of photoelectrons:

K X Gpoisson(GV) = /K x S(GV) (3.2)

where gpyisson(GV) is the Poisson noise in units of gray values and S(GV) is the signal
measured in gray values. Simplifying Eq. (3.2), it becomes clear that by isolating
Poisson noise at a given signal intensity, we can calculate the conversion factor
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S(GV)

= 3.3)
O Poisson (GV)2

Photon transfer analysis is based upon the assumption that total noise in the digital
image results from one of three sources: readout noise (0...q), Poisson noise
(0poisson)> and fixed-pattern noise (opp); dark noise is typically negligible in cooled
CCD cameras at the exposure times used here. The various sources of noise in the
image sum as

Otot = \/Gread2 + O'Poisson2 + GFPz (3.4)

where total noise (o) is defined as the standard deviation of pixel intensities in the
image. In the following photon transfer protocol, we begin by measuring read noise
and correcting for fixed-pattern noise. This will allow us to isolate Poisson noise and
calculate the conversion factor K.

Read noise can be directly measured from the standard deviation of pixel inten-
sities in an image collected with no light hitting the camera, called a dark image:

Oread = O-lot(Dark) 3.5)

Next, because fixed-pattern noise is spatially constant from image to image, we can
remove it by subtracting, pixel-by-pixel, two evenly illuminated images taken back-
to-back at the same exposure level, yielding a “difference image” that has only ran-
dom sources of noise: specifically, read noise and Poisson noise (Gread+poisson)- With
that value, the amount of Poisson noise present at any given signal level (i.e., expo-
sure time) can be calculated as

O Poisson — \/O'read+Poisson2 - Greadz (3.6)

With Poisson noise isolated, we can return to Eq. (3.3) and measure the conversion
factor K.

Using this conversion factor, we can express any of the values that we measure in
gray values (e.g., signal, read noise, and FWC) in terms of photoelectrons. To esti-
mate the number of photons that arrived at the detector (as opposed to the photons
that were detected), one can divide by the QE of the camera at the wavelength of light
expected, using the QE graph provided in the manufacturers specification sheet.

Optionally, with read noise and Poisson noise measured, we can return to Eq. (3.4)
and quantify the remaining component of noise in our image, fixed-pattern noise:

OFp = \/O-lot2 - O-readz - O-Poissonz 3.7

3.3.2 PTC COLLECTION PROTOCOL

Figure 3.4 and Table 3.1 demonstrate a representative dataset collected with the fol-
lowing protocol. Inset bullets in the protocol in the succeeding text are specific
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instructions for doing the analysis using the free programs ImagelJ or Fiji (http://
imagej.nih.gov/ij/; http://fiji.sc/Fiji; Schindelin et al., 2012). For additional consid-
erations when collecting a PTC using an EMCCD or sCMOS camera, see DeWeert,
Cole, Sparks, and Acker (2004) and Long, Zeng, and Huang (2012):

1. Block all light to the camera by either removing it from the microscope and
using the camera cap provided by the manufacturer or turning off all
illumination light sources and setting the camera port selection on the
microscope to go to the eyepieces. The former is necessary for EMCCDs due to
their high sensitivity. Set the exposure time to the lowest setting your software
allows (<1 ms) and acquire rwo dark images.

2. Calculate the mean grayscale value of all pixels in one of the dark images. This
mean is the camera offset (Table 3.1, col. B). Next, in order to remove any fixed-
pattern noise in the dark image (which is particularly important for sCMOS
cameras), create a “difference image” by subtracting one dark image from the
other (see Box 3.2). To prevent data clipping, add a constant value to each pixel,
or use a 32-bit floating-point image if available in your software. Calculate the
standard deviation of the gray values in the difference image and divide this
number by v/2 to yield read noise (Table 3.1, col. F):

* Open both dark images in ImageJ/Fiji.

* Chose Analyze — Set Measurements. Verify that the boxes for “Mean gray
value” and “Standard deviation” are checked, and click OK.

» With one dark image selected, select AnalyzeMeasure. The results will
appear in a new table. The mean is the camera offset.

» Create a difference image by subtracting the two dark images using
Process — Image Calculator, checking the box for 32-bit (float) result.

» With the difference image selected, Select Analyze — Measure. The results
will appear in a new table. Calculate the read noise by dividing the standard
deviation of the difference image by v/2.

3. Delivering even illumination to your camera (see Box 3.1), set the exposure
time to the shortest possible duration and acquire two back-to-back images.
Next, gradually (ideally, exponentially) increase the exposure time on the
camera, acquiring two images at each exposure time, until the exposure time
required for pixel saturation has been exceeded. Set your exposure time
increments so as to acquire at least 50 different exposure times before reaching
saturation (for a total of 100 images, 2 for each exposure time)." For the most
accurate measurements of FWC, capture finer increments of exposure times
around the saturation point. Collecting these images into an image stack will
facilitate later analysis. (These images will be referred to as the “raw PTC

1Tip: to quickly calculate an exponential series of exposure times from shortest exposure (min) to lon-
gest exposure (max) with n total steps, use an exponential growth equation: Exp(f)=min*¢'’ where

o)

(n=1)

Exp(f) is the exposure duration in frame f (the first frame is frame 0) and rate constant r =


http://imagej.nih.gov/ij/
http://imagej.nih.gov/ij/
http://fiji.sc/Fiji

Table 3.1 Representative Numbers Collected in the Generation of the Photon Transfer Curve Shown in Fig. 3.4

A
Raw signal

205.138
205.894
206.991
209.001
215.723
229.445
259.096
336.539
492.331
1243.454
2740.789
4016.096

B
Offset

204.802
204.802
204.802
204.802
204.802
204.802
204.802
204.802
204.802
204.802
204.802
204.802

C
Signal

0.336
1.092
2.189
4.199
10.921
24.643
54.294
131.737
287.529
1038.652
2535.987
3811.294

D

OTotal

2.014
2.048
2.106
2.203
2.483
2.970
3.861
5.516
7.938
15.473
256.827
32.399

E

O Read+Poisson

2.003
2.042
2.101
2.194
2.478
2.966
3.851
5.470
7.811
14.633
22.871
27.015

F

ORead

2.002
2.002
2.002
2.002
2.002
2.002
2.002
2.002
2.002
2.002
2.002
2.002

G

O poisson

0.046
0.403
0.637
0.898
1.460
2.189
3.290
5.091
7.551
14.495
22.784
26.941

OFp

0.215
0.155
0.148
0.197
0.162
0.148
0.279
0.710
1.412
5.029
11.997
17.885

All numbers are in units of gray values (GV).
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BOX 3.1 GENERATING IMAGES WITH UNIFORM ILLUMINATION

When collecting a photon transfer curve, the illumination light should be greater than 99% uniform,
or the fixed-pattern noise measurements will be in error. To make measurements across the entire
camera field of view, an integrating sphere is required to deliver sufficiently uniform illumination.
However, a cheap and effective alternative is to use a smartphone with a high-resolution screen and
display a blank white screen. Remove the objective from your microscope and place the screen in the
sample holder or directly over the objective turret. You can also remove the camera from the
microscope and deliver a dim, diffuse light source directly to the camera—such as a white smartphone
screen through a diffuser. For the most accurate measurements, you will likely still need to select a
subarray of pixels that display the most uniform illumination. However, the accuracy of PTC
measurements is proportional to the square root of the number of pixels sampled, so try to collect the
largest chip area possible while maintaining uniform illumination.

images.”) Note: This method assumes that the contribution of dark noise is

negligible (i.e., <<1e") for the exposure times used, check the manufacturers
specification sheet to make sure this is expected for your camera. For cameras
with significant dark noise, a neutral density step wedge can be used to vary

illumination intensity while keeping exposure time constant.

illumination as described in Box 3.1. If a region with uniform illumination

cannot be found, this protocol can still be used to evaluate the conversion factor
K, but the nonuniform illumination will erroneously increase the fixed-pattern

noise measurement:
» Using the measurement tools outlined in step 2, select a rectangular

subregion of the image in which the mean pixel intensity is at least 100 times

the standard deviation.
* Crop the raw PTC images to include only this region by selecting
Image — Crop.
5. For each exposure time, calculate mean pixel intensity (raw signal intensity;

Table 3.1, col. A) and standard deviation (total noise; Table 3.1, col. D) for one

of the two raw PTC images, following the method used in step 2.

» If you have all of the images in your PTC in an image stack, Fiji supplies a
tool called “ROI manager” that facilitates measuring statistics for all of the

images in a stack:
i. Select Analyze — Tools — ROI Manager.
ii. Create a region encompassing the entire image
(Edit — Selection — Select All), and click “Add” in the ROI manager
window.

iii. In ROI manager, click “More >>" and then select “Multi Measure.”
iv. Click “OK.” The statistics for all images in the stack will appear in a

new table.

Using one of the brighter (but not saturated) images, evaluate the uniformity of
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6.

Calculate corrected signal levels (Table 3.1, col. C) by subtracting the offset
(measured in step 2) from the signal at each exposure time (measured in step 4).
This step is easiest to perform in a spreadsheet program such as Excel:

o For CMOS cameras only: Because CMOS cameras use active-pixel sensors,
the offset value may vary between pixels. Therefore, instead of subtracting a
constant offset value from all pixels in the image, an offset correction image
must be generated and subtracted:

i. Collect a stack of 100 dark images.

ii. Open the stack in ImageJ/FIJI and calculate the stack average using
Image — Stacks — Z Project, and chose “Average Intensity” as the
“Projection Type.”

iii. Subtract the resulting offset correction image from each of the raw PTC
images using Process — Image Calculator, checking the box for 32-bit
(float) result. This step can be simplified by combining the PTC images

into a single stack and subtracting the dark average projection image
from every image in the raw PTC stack.

1. For each exposure time in the PTC, create a “difference image” by subtracting
one of the two images from the other (see Box 3.2). To prevent data
clipping, add a constant value to each pixel in the image, or use a 32-bit floating-
point image if available in your software. This subtraction step removes
fixed-pattern noise (which is constant from frame to frame), leaving a
“difference image” that contains only read noise and Poisson noise:

» For each exposure time, create a difference image by subtracting the two
images using Process — Image Calculator, checking the box for 32-bit
(float) result. This step is simplified if the PTC images are collected or
separated into two image stacks (one stack for each of the two images taken
at every exposure time) and performing stack arithmetic.

BOX 3.2 IMAGE ARITHMETIC

Many of the steps in this photon transfer curve analysis use various types of image arithmetic. Some
steps make measurements on pixel intensities within a single image, for instance: we can
calculate the mean gray value or the standard deviation of all pixels in a single image. In ImageJ/FIJI,
this is done by selecting a region of interest in an image and choosing “measure” from the Analyze
menu (the specific measurements performed are dictated by the “Set measurements” command in the
same menu). Other steps perform measurements of a single pixel across multiple images. For
instance, one can calculate the average intensity value of a specific pixel in the field of view over
many images. Or we may subtract one image from another: this entails subtracting the gray value
intensity from a single pixel on one image from the corresponding pixel at the same XY location on
another image, for each pixel in the image. A new image is created in the process, referred to in our
protocol as the “difference image.” In ImageJ/FIJI, these functions are performed with the “Image
calculator” function in the “Process” menu. Because most image files cannot handle negative gray
values (with the exception of “floating-point” TIFF files), it is sometimes necessary to add a
constant offset to each pixel to prevent data clipping during image subtraction.
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Calculate G cad+poisson (Table 3.1, col. E) by measuring the standard deviation of
pixel intensities for each of the difference images created in the previous step.
The process of subtracting one image from another increases the random noise
component by v/2, so divide this number by /2:

» For each difference image, calculate the standard deviation of all pixel
intensities in ImageJ using Analyze — Measure, and then divide the
resulting number by /2.

» This step is simplified using Fiji ROI Manager, as in step 5.

Using the values recorded in step 2 (0yeqaq) and step 8 (G ead+Poisson)> Calculate the

Poisson noise component for each exposure duration in the PTC as follows

(Table 3.1, col. G):

— 2 2
OPoisson — \/Jread+P0isson — Oread

Having measured read noise and Poisson noise, we can now calculate the
amount of fixed-pattern noise present in each image according to Eq. (3.7)
(Table 3.1, col. H):

Ofp = \/O-lot2 - O-reald2 - O-Poissonz

The FPN “quality factor” (Py) is calculated as FPN divided by signal. P is best
calculated by measuring the X-intercept (y=1) of a power regression line
through the calculated FPN values at all signal levels (a line with slope 1 on the
log—log PTC plot; Fig. 3.4). A Py value of 0.01 implies that the r.m.s. FPNis 1%
of the mean signal level.

The electron conversion factor K can be quickly estimated using any data point
in the Poisson noise regime by dividing the offset-corrected signal intensity
calculated in step 6 by the square of the Poisson noise calculated in step 9
(Eq. 3.3). However, K is most accurately calculated by measuring the
X-intercept (y=1) of a power regression line through the calculated Poisson
noise for all signal levels in the Poisson noise regime (a line with slope 0.5 on
the log—log PTC plot; Fig. 3.4).

Convert the read noise to units of electrons r.m.s. by multiplying the read noise
in gray values measured from the dark image in step 2 by the conversion factor
K calculated in step 12.

Calculate FWC in electrons by multiplying the corrected signal intensity from
the last frame before the precipitous drop in noise (the frame with the greatest
total noise) by the conversion factor K.

Calculate the dynamic range of the camera by dividing the FWC from step 14 by
the read noise calculated in step 13.
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CHAPTER 4 Microscope maintenance

Abstract

Optimal microscope performance requires regular maintenance and quality control testing.
This chapter is a practical guide to microscope care with an emphasis on preventing, identi-
fying and troubleshooting common issues.

INTRODUCTION

The purchase price of a light microscope system usually includes installation and
limited initial testing. The modern light microscope, however, requires a great deal
of attention following the initial setup and throughout its lifetime to maintain optimal
performance (Inoué & Spring, 1997; Schalck, 2013). The more components a system
has, the more likely it is to require frequent troubleshooting and repairs beyond the
scope of what the manual and vendors can reasonably provide. Therefore, it is ad-
vantageous to designate a microscope manager as responsible for performing routine
maintenance.

Routine microscope checks can uncover issues that might otherwise go undetected
and affect the quality of data acquired with the instrument. Something as minor as a
smear of immersion oil inadvertently applied to a dry objective lens dramatically re-
duces optical performance and may be misconstrued as a problem with the sample
(Fig. 4.1). Other problems that adversely affect image quality may not be at all obvious
during routine image collection. Unfortunately, it is all too common for costly equip-
ment to underperform due to lack of proper maintenance.

This chapter provides a practical, comprehensive plan for a microscope manager
to keep their system in optimal working order. We begin with instructions on the
proper cleaning of common microscope components. Second, we provide a checklist
for routine testing and troubleshooting. Finally, we discuss some important factors to
consider during the installation of a new microscope system. With some advanced
planning and a relatively small financial investment (Table 4.1), one can save time
and money, reduce frustration and equipment downtime, and enable more reliable
data collection.

FIGURE 4.1

Dirty optics result in loss of image quality. (A) Fluorescence image of cells labeled for actin
collected with a dirty Plan Apo 20 x 1.4NA lens and (B) again with the same lens after cleaning.
Images were acquired using the same camera parameters and have been scaled identically.
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Table 4.1 Recommended Microscope Maintenance Supplies

Product

Lens tissue

Laboratory wipe tissues

PEC*PADs

Powder-free latex or
nitrile gloves

Fine forceps
Flat polyester swabs

Adhesive-free cotton
swabs

Manual air blower
(Rocket)

Pressurized air can

Dust-trapping cloths
Parafilm

Sparkle brand glass
cleaner

Ethanol, methanol,
isopropyl alcohol,
chloroform, xylene

First Contact polymer
cleaner

Desiccant in tightly
capped jar

Strap wrench
Stage micrometer

H&E-stained tissue slide

Fluorescent test
specimens

Used for

Cleaning objective lenses,
camera front window

Surface cleaning, absorbing
excess oil (do not use on
delicate optics)

Cleaning filters and camera
front window

Protecting optics from
fingerprints during cleaning
Filter removal/insertion
Cleaning filters

Cleaning objective lenses

Dust removal

Dust removal (use cautiously,
only if manual blower is
insufficient)

Surface dust removal (do not
use on delicate optics)
Covering microscope openings
to block dust

Cleaning objective lenses and
other optics

Cleaning objective lenses and
other optics

Cleaning camera front window
and other optics

Keeping an anhydrous supply
of solvents for filter cleaning

Removing stuck objective
lenses

Spatial calibration

Microscope inspection
(transmitted, fluorescence)
Microscope inspection
(fluorescence)

Sources

www.photosol.com/
product-category/
pecpads

#TWTX762, www.vWwr.
com

#10806-005, www.vwr.
com

#AA1900, www.
giottosusa.com/
rocket-blasters
Whoosh-Duster, #3117,
www.control3.com/
3117p.htm

Swiffer Dry Cloths, www.
pgpro.com

#50104, www.
glasscleaner.com

www.photoniccleaning.
com

#54325A61, www.
mcmaster.com
#12-561-SM1, www.
fishersci.com

#313256, www.carolina.
com

FluoCells Prepared
Slides, www.
lifetechnologies.com
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Table 4.1 Recommended Microscope Maintenance Supplies—cont'd

Product

Uniformly fluorescent
slide

TetraSpeck fluorescent
microspheres
PS-Speck

fluorescent
microspheres

Light meter

Spectrometer

Used for

Checking flatness of
fluorescence illumination

Measuring color registration for
colocalization analysis

Measuring point spread
function, checking for vibration

Measuring light intensity

Checking filter spectral

Sources

See Model and Blank
(2008)

#T-7280, www.
lifetechnologies.com

#P-7220, www.
lifetechnologies.com

X-Cite XR2100 and
XP750, www.ldgi.com

LumaSpec 800, www.

characteristics

Troubleshooting drift and
specimen issues

prior.com

#3272KA4A7, www.
mcmaster.com

Temperature and
humidity logger

4.1 CLEANING

Microscope optics perform best when clean, but routine cleaning is often ignored.
Optics can be expensive, delicate, and sometimes difficult to clean, so researchers
may forgo this step for fear of “making it worse.” However, microscopes must be
cleaned regularly or image quality will degrade. Total internal reflection fluorescence
(TIRF) microscopes are especially sensitive to dust, which can result in interference
patterns in the image. If your microscope has not been cleaned in a long time (or
ever!), we recommend paying to have your microscope manufacturer or local micro-
scope dealer perform a thorough initial cleaning before beginning your own regular
maintenance. During the initial cleaning, ask your microscope representative about
the recommended solvents and cleaning supplies to use on each optical component.
We give examples of commonly used solvents in this chapter, but it is always best
to double check with the manufacturer to ensure that you avoid solvents that could
damage the optics. To help prevent the accumulation of dust in your microscope, keep
it covered (with the dust cover provided by the manufacturer) when not in use.

4.1.1 BEFORE CLEANING

Prior to cleaning individual components, it is recommended that you start the pro-
cedure in a clean environment; that is, clean the microscope body and surrounding
area to prevent further dust contamination when removing and reinstalling optics.
Cap any openings in the microscope including unused camera ports and empty nose-
piece positions. If you don’t have the caps and plugs originally provided with the
microscope, use Parafilm® or lab tape. Wipe down all hard surfaces using a dust-
trapping cloth. Avoid cleaning these surfaces with pressurized air, which will simply
redistribute dust particles.

Recommended cleaning supplies are given in Table 4.1. At a minimum, you will
need lens paper and a range of solvents. Distilled water, commercial lens cleaners,
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and the ammonia-free glass cleaner Sparkle® are useful for removing water-soluble
materials such as dried culture media or buffers. Chloroform, benzene, xylene, eth-
anol, and methanol are commonly used solvents for removing oils such as immersion
oil and fingerprints (Inoué & Spring, 1997; Schalck, 2013).

4.1.2 OBJECTIVES

A well-maintained objective lens is absolutely essential for image quality (Fig. 4.1;
Chapter 2). Importantly, one must strike a balance between cleaning the lens often
enough to maintain optical performance and over cleaning, which can, over time,
strip antireflective coatings or loosen the adhesive that holds the top lens
(Fig. 4.2) in place. The best practice is to minimize contamination of the lens during
use, inspect it frequently, and clean as needed.

4.1.2.1 Proper use of objective lenses

Perhaps the most important rule of objective lens care is to clean the surface of the
specimen closest to the objective lens (most commonly, the coverslip) just before
placing it on the microscope. This will not only help to keep the lens clean but also
result in the best image quality. Never use an oil immersion objective with a spec-
imen that has not been cleaned. Any dust, fingerprints, residual buffer, etc., on the
coverslip will mix with the immersion oil and wind up on your lens. Use cotton swabs
and a solvent to wipe the coverslip until it is perfectly clean.

Immersion oil should never be applied to a dry (i.e., air) lens, as it will degrade
image quality. With immersion objectives (oil, glycerol, and water), use the immer-
sion media specified by the manufacturer, and use the minimum amount required; a
small drop that just covers the exposed lens is sufficient. Excess immersion media
should be removed using lens paper at the end of each imaging session or when

FIGURE 4.2

Objective lens. (A) The metal spring-mounted head holds (B) the exposed objective top
lens. Qil can accumulate in (C) the area between the inner barrel and (D) the outer barrel of
the lens. When pressed down, the inner barrel recesses into the outer barrel.

Photo by Gintas Sekmokas, Harvard Medical School.
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changing specimens if the immersion oil begins dripping down the barrel of the
objective, as commonly occurs on an inverted microscope stand. When switching
between oil and dry objective lenses with the same specimen, every trace of
immersion oil must be cleaned from the coverslip before using the dry lens.

When imaging slides with coverslips mounted in a media, be sure to wick any
excess mounting media from the edges of the coverslip; a torn piece of Whatman®™
paper works well for this purpose. Also, carefully seal the slide to the coverslip to
prevent mounting media from contacting the lens or lens immersion media. When
using sealants such as nail polish to mount coverslips, be sure the sealant is
completely dry before placing the sample on the microscope. Take care when scan-
ning a slide to avoid contact between the lens and dried sealant, which could scratch
or otherwise damage the lens.

4.1.2.2 0Objective lens inspection and cleaning
To ensure complete inspection and cleaning, an objective lens should be removed
from the microscope by unscrewing the lens from the nosepiece thread mount. To
avoid dropping the lens, use one hand to unscrew the lens while keeping your second
hand on the lens. Regular unthreading will greatly reduce the possibility of the ob-
jective getting stuck in the nosepiece. This problem is exacerbated by heat (e.g., mi-
croscope incubator enclosures) and by media or oil seeping into the threads and left
to dry. Once a lens becomes stuck, the safest way to remove it is with a strap wrench
(Table 4.1). Using excess force with your hands puts an undue amount of strain on the
optics within the objective and should be avoided. If a strap wrench fails to remove
the objective, consult your microscope manufacturer.

Inspect the lens and the microscope nosepiece for excess immersion oil, cell culture
media residue, and pieces of broken coverslip/slide. Clean the metal components on
both the lens and the microscope nosepiece (Figs. 4.2 and 4.3) with a laboratory wipe

A

FIGURE 4.3

Objective lens inspection and cleaning. (A) A standard microscope eyepiece can be used as
a magnifying loupe during objective inspection. Notice the reversed orientation of the
eyepiece relative to the observer’s eye. (B) The “drop and drag” method for cleaning an
objective lens. (C) Corrosion of the metal objective mount (arrow) on a nosepiece, caused
by media spills that were not cleaned properly.

Photos by Gintas Sekmokas, Harvard Medical School.
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and, if necessary, a solvent. Salt contained in culture media will corrode the metal com-
ponents (Fig. 4.3C) and should therefore be cleaned as soon as possible following a
spill. Use a laboratory wipe to clean the threads of the objective and nosepiece.

Most objective lenses have a spring-mounted head that recesses into the barrel of
the lens to help prevent sample breakage if the lens is pushed against the sample
when focusing (Fig. 4.2). Test the objective lens spring mount by gently pressing
on the metal surface surrounding the top lens (never touch the top lens itself!).
The spring mount should easily move in and out of place without much resistance.
If the spring mount of an oil immersion objective lens on an inverted microscope
stand gets stuck, it is likely that excess immersion oil has seeped between the inner
and outer objective barrels. Wick away as much of this immersion oil as possible by
repeatedly inserting a clean corner of an absorbent tissue between the inner and outer
objective barrels (Fig. 4.2).

Inspect the objective top lens to assess whether it needs cleaning. Magnify the
surface using an inverted microscope eyepiece as a loupe (Fig. 4.3A; Inoué &
Spring, 1997) and bright overhead room light or a lamp. Tilt the lens back and forth,
until the lights reflect off the surface of the top lens. The lens should be perfectly
clear and free of streaks, moisture, oil, and particulates. If the lens is clean, inspect
it thoroughly for scratches, cracks, or oil under the top lens (Fig. 4.4). If you find
damage, assess the lens performance as described in the succeeding text. Turn the
objective around, and inspect the exposed back surface of the lens as well. If you
find that the front or back lens of the objective lens needs to be clean, follow the
instructions in the succeeding text.

Begin cleaning the objective top lens by gently removing any dust with an air
blower. There are two types of air blowers that can be used to clean optics. The safest
air blower is the simple rubber squeeze style (“Rocket”; Table 4.1), but this provides
limited force to remove dust. Pressurized air cans can work well, but one must use
caution to avoid blowing particulates from the can onto the optical surface. If using

FIGURE 4.4

Oil under a damaged objective top lens. Immersion oil has seeped underneath the top lens of
the objective on the right, which appears highly reflective relative to the undamaged lens on
the left.

Photo by Gintas Sekmokas, Harvard Medical School.
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a pressurized air can (Table 4.1), always hold the can upright, never shake it, and de-
press the nozzle in several quick bursts rather than discharging the contents for several
seconds.

If you see large debris (e.g., glass after breaking a slide), it should be removed
with extreme care to avoid damage to the top lens. Set the objective on a clean work-
bench, dampen a piece of lens tissue, hold it taut, and slowly lower it down onto the
top lens, barely touching it and immediately lifting straight up. The debris should
stick to the tissue and be removed without having to drag it across the delicate
top lens. Use lens tissue (dry or with a solvent) to wipe any excess immersion oil
from the metal surrounding the top lens, being very careful not to touch the top lens
itself. Never use all-purpose laboratory wipes, facial tissues, or paper towels to clean
an objective; they are abrasive and can damage the top lens.

You are now ready to clean the top lens of the objective using lens paper and a
solvent, using the “drop and drag” method (Fig. 4.3B; Inoué & Spring, 1997). Place a
drop of the solvent onto a piece of lens paper. Lower the drop of solvent hanging from
the lens paper onto the lens. Slowly drag the solvent over the lens without applying
any pressure to the lens. Use small volumes of solvent, such that the solvent evap-
orates quickly from the lens after the lens paper is removed. Never soak a lens in
solvent. Inspect the lens again, and repeat as necessary. Do not use the same area
of the lens tissue more than once, to prevent recontamination of the lens. Cleaning
alens properly takes patience; avoid the temptation to scrub the lens clean. While this
process can be time-consuming, it will help to preserve the lens’ antireflective coat-
ings and prevent the mounting adhesives from dissolving. The better the lens is cared
for between regular cleanings, the quicker this process will be.

4.1.2.3 Temperature

Live cell imaging experiments often require heating the objective lens to maintain tem-
perature of the specimen (Chapter 5). Repeated heating and cooling of an objective
lens may cause the elements within the lens to loosen over time and decrease lens per-
formance. Objectives housed in an incubator enclosure should remain inside as much
as possible. When it becomes necessary to remove the lenses for an extended period of
time (e.g., during repair of the microscope), move them to another incubator. If placing
them in a humidified tissue culture incubator, be aware that it is very important to
protect them from excess humidity to avoid permanent damage. Store them, tightly
capped, in the plastic case that was provided when the lens was purchased.

4.1.3 FLUORESCENCE FILTERS

A carefully selected set of fluorescence filters can become a detriment if installed
incorrectly or allowed to deteriorate. Fluorescence filters have a finite lifetime
and must be inspected regularly and cleaned or replaced as needed in order to ensure
the desired spectral characteristics.

A typical fluorescence filter set consists of three filters: an exciter, an emitter (aka
barrier), and a dichroic (or polychroic) mirror (Lichtman & Conchello, 2005;
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Reichman, 2010; Webb & Brown, 2013). These filters can be found in several loca-
tions in your microscope. Most commonly, all three are mounted within a single cube
or housing in the fluorescence filter turret, found under the nosepiece in an inverted
microscope stand. Alternatively, the exciter could be housed inside the light source,
or the exciter and/or emitter could be found in motorized wheels. Consult your mi-
croscope representative for a lesson on disassembling and reassembling a filter cube
or accessing filters from a wheel or light source.

4.1.3.1 Excitation and emission filters

To inspect a filter, begin by removing it from the wheel or cube. When handling a filter,
wear powder-free gloves to avoid fingerprints. Excitation and emission filters, whether
mounted in a cube or wheel, are usually enclosed in a plastic outer ring that should be
used for handling the filter; touch only this ring and not the filter itself. Use a pair of
fine forceps to grasp the plastic outer ring when manipulating filters in and out of their
mounts. Removal allows for a more thorough inspection and cleaning, as well as ver-
ification of the filter part number, lot, and transmission specifications, which are typ-
ically stamped on the outer ring. If these markings are not present, a spectrophotometer
(Table 4.1) can be used to measure the spectral characteristics of the filter.

Check the filter for dust, cracks, holes, or delamination (Fig. 4.5A and B) by
viewing bright room light through the filter. Carefully view both sides of the filter
at various angles, allowing the room light to reflect off the surface of the filter. Some
types of filter damage, such as cracks and burn marks (usually resulting from heat
from the illumination light source), are easy to spot (Fig. 4.5A). Delamination—
the separation of the layers of materials coating the filter—can range in severity
and most often results from exposure to humidity/moisture. Delamination typically
begins at the periphery of the filter and over time moves toward the center of the
filter. Delamination appears as an uneven pattern on the surface of the filter
(Fig. 4.5B). Damaged or delaminated filters should be discarded and replaced, as they
may exhibit unwanted changes in spectral and/or transmission characteristics.

FIGURE 4.5

Fluorescence filters. (A) A filter with a vertical crack and a burn mark in the center. (B)
A delaminated filter. (C) Cleaning a filter, using a flat swab (Table 4.1) and a spiral motion.
Photos by Gintas Sekmokas, Harvard Medical School.
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Fluorescence filters are made using at least two types of manufacturing pro-
cesses, resulting in “soft-coated” or “hard-coated” filters (Webb & Brown, 2013).
Hard-coated filters are much less prone to delamination and easier to clean. Changes
in production technologies, including a reduction in the number of coating runs, re-
sult in harder surfaces that are much more resilient to environmental factors. In ad-
dition, these filters generally have higher transmission and better blocking than
traditional filters. Hard-coated filters are more expensive than soft-coated ones
and are not available in all spectral ranges; however, we recommend purchasing
hard-coated whenever possible. Hard-coated filters should be inspected every
6—12 months, while soft-coated filters should be inspected at least every 2 months.

To clean fluorescence excitation and emission filters, begin by removing loose
dust using an air blower. Stubborn dust particles, fingerprints, or other residue
may require cleaning with a solvent. Most excitation and emission filters can be
cleaned with anhydrous ethanol or isopropyl alcohol; to be safe, verify the appropri-
ate cleaning solvent with the filter or microscope manufacturer. Anhydrous alcohols
used for cleaning filters are best stored in desiccant since water applied to the filter
surface can encourage delamination. Place a single drop of solvent on a flathead,
adhesive-free swab or a PEC*PAD® (Table 4.1), dab the swab on a laboratory wipe
to remove excess, and then sweep the filter surface in one continuous motion, using a
spiral pattern (Fig. 4.5C). Repeat as necessary until the surface is free of streaks,
using a new swab with each pass.

Fluorescence filters are designed to work in only one orientation relative to the
light source; turning the filter 180° relative to the illumination light can change its
spectral characteristics. After inspection and/or cleaning a filter, it must be rein-
stalled in the correct orientation in the light path for proper performance. There
should be an indicator on the filter edge—often a caret (arrow) stamped onto the ring
or a beveled edge—that indicates proper orientation in the light path. Unfortunately,
different filter manufacturers use different standards, so consult the filter manufac-
turer website or your microscope representative for clarification.

4.1.3.2 Mirrors

Dichroic/polychroic mirrors (Webb & Brown, 2013) should be handled and cleaned
differently than excitation and emission filters. Many dichroic mirrors have exposed
filter coatings that are easily removed with the common solvents listed in Table 4.1;
always consult with the filter or microscope manufacturer before using a solvent to
clean a dichroic. Take great care when handling dichroics to avoid fingerprints. It is
generally recommended that you leave dichroic mirrors installed in their mount and
simply use an air blower to remove dust.

4.1.4 CAMERA

Another common location for dust is the front window of a CCD or CMOS camera
(Chapter 3) used to acquire images from the microscope (Inoué & Spring, 1997).
The front window is the exposed surface of the camera in front of the (usually
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hermetically sealed) space enclosing the camera chip. If dark spots are visible in trans-
mitted light images collected with the camera that are not visible through the eyepiece,
they may be on the camera faceplate. Microscopic dust can be difficult to clean from
the front window without adding more dust, so only attempt to clean the front window
after you’re convinced the dust in your digital images is located there. To prove the
dust is located on the camera front plate, loosen the screws that hold the camera mount
onto the microscope. While viewing a live camera image on the computer monitor,
rotate the camera ~45° in either direction. If the dust is on the camera front window,
you will see the image of your specimen move but the dark spots will not move. At first
this may seem counterintuitive, but because dust on the camera is fixed relative to the
camera’s field of view, its position within the digital image will not change.

To clean the camera front window, begin with an air blower to remove as much
dust as possible. Remount the camera onto the microscope and check the image, re-
peating the process several times if necessary. If forced air isn’t sufficient to remove
dust, wrap a piece of lens paper or PEC*PAD® around an adhesive-free cotton swab,
add a drop of lens cleaner, and gently wipe over the front window. First Contact™ can
also be used to clean most camera front windows (check with the camera manufac-
turer first). First Contact”™ is a polymer solution that is painted on, allowed to dry, and
then peeled off to remove dust. If stubborn dust remains, contact the camera manu-
facturer for further advice. It is often difficult to remove all dust from the camera
front window. If desired, a background subtraction can be used to reduce/remove
the image of the dust in the final digital image.

4.1.5 THE DUST IS STILL THERE!

It’s simple to determine if dust in an image is within the specimen itself; if this is the
case, the dust and the specimen will move together while moving the specimen. If the
dust is not part of the specimen and is visible with transmitted but not fluorescence
illumination, perform Koehler alignment of the transmitted pathway (Salmon &
Canman, 2001). If the dust resides on any of the transmitted optics outside of the
image planes in the microscope, it will be out of focus and therefore less visible
(or invisible) when the microscope is aligned properly.

Additional optical surfaces that should be inspected and cleaned include the
transmitted light condenser lens, the eyepieces, neutral density filters, and differen-
tial interference contrast (DIC) prisms and polarizers (Inoué & Spring, 1997;
Salmon & Canman, 2001). Begin by removing dust with an air blower. If a solvent
is needed to remove fingerprints, immersion oil, etc., consult your microscope rep-
resentative for the recommended cleaning procedure, particularly with DIC optics.
If DIC components are removed from the microscope for cleaning, be aware that the
polarizer and analyzer must be remounted with the correct rotational orientations.

If dust is still present in the image, remove or swap out each surface in the
affected light path, one by one. This includes all filters, mirrors for hardware auto-
focusing systems, the objective lens, and fiber-optic cables/liquid light guides
(LLG). Never remove a fiber-optic cable unless you have been trained to do so
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by the microscope representative and have received the appropriate laser safety train-
ing provided by your institution. To check for dust on the tip of a fiber-optic cable or
LLG, slightly loosen the end attached to the microscope (without removing it) and
rotate or wiggle it slightly. If the dust moves with it, the fiber tip likely needs to be
cleaned or replaced; consult your microscope representative for instructions on how
to clean the fiber. If you have been trained to remove and reinstall the fiber-optic
cable, turn off all lasers, remove the fiber, and wipe the tip gently with EtOH and
lens paper using the same “drop and drag” method used for cleaning objective lenses
(Fig. 4.3B).

4.2 MAINTENANCE AND TESTING

Preventative maintenance of a light microscope system is well worth the investment
in time. While a service technician can be called in to perform maintenance, there are
many tests that are better carried out by the microscope manager in order to establish
a history of performance. In this section, we provide a suggested workflow with de-
tailed instructions on recommended testing procedures.

Prior to performing the following tests, we suggest that you clean and inspect all
optics following the protocols in the previous section of this chapter. Dirty or dam-
aged optics will affect many of the measurements and tests in the succeeding text.

4.2.1 COMPUTER MAINTENANCE

Computers are often overlooked during routine microscope maintenance. This is un-
fortunate, since neglect can lead to problems including software crashes and reduc-
tion in speed. On a regular basis, back up any important software configuration files
to a remote location. Clear the computer hard drive(s) of any data that have already
been backed up to another source. Next, check the configuration of operating system
updates and antivirus software. In some cases, automatic updates and virus scans can
lead to intermittent reduction in acquisition speed and/or spontaneously triggered
computer reboots during an experiment, making manual updates preferable. Com-
puter operating system updates can occasionally conflict with microscope hardware
or software; for this reason, apply these updates at the beginning of your maintenance
procedure. Use of the hardware and software during the tests in the succeeding text
will likely expose any conflicts.

4.2.2 CHECK THE TRANSMITTED LIGHT PATHWAY

View a sample with transmitted light and a low-magnification objective. H&E-
stained tissue slides (Table 4.1) are quick and easy to get into focus. Perform Koehler
alignment of the illumination light path (Salmon & Canman, 2001). The condenser
turret should move easily both axially and laterally. If you find it is hard to move or
feels “sticky,” the turret may need to be removed and reseated. After performing
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Koehler alignment, illumination should be even across the field of view. If it is not,
make sure that a diffuser filter is inserted in the light path and look for parts that may
be partially inserted into the light path.

Check the alignment of any phase rings in the transmitted condenser turret
(Inoué & Spring, 1997; Salmon & Canman, 2001). When viewing the back focal
plane of the objective, the phase ring in the objective should perfectly overlap with
the phase annulus in the condenser. Consult your microscope manual for instruc-
tions on alignment of the phase rings. If your microscope includes DIC optics, place
them in the light path and check that a good DIC image is obtainable (Inoué &
Spring, 1997; Salmon & Canman, 2001). All DIC components (polarizer, objective
prism, condenser prism, and analyzer) and a strain-free objective lens (usually
marked DIC or Pol on the barrel of the lens) are necessary to generate a DIC image.
The objective and condenser prisms are specific to the objective lens; make sure
you have the correct parts if the image quality is poor. Plastic dishes, including
the plastic top on a coverslip-bottom dish, will depolarize light and degrade the
DIC image.

4.2.3 MEASURE INTENSITY OF FLUORESCENCE LIGHT SOURCES

There are several benefits to regularly measuring and recording the intensity of fluo-
rescence light sources (Griinwald, Shenoy, Burke, & Singer, 2008). The expected
intensity changes of fluorescence light sources over their lifetime vary widely
(Pawley, 2010; Webb & Brown, 2013; Wessels, Pliquett, & Wouters, 2012).
Mercury, xenon, and metal halide light sources change intensity dramatically
throughout their lifetime, while light sources that use LEDs are far more stable.
Gas lasers are far less stable over time than solid-state lasers. Keeping records of
intensity of the illumination sources allows you to identify patterns and to anticipate
when the light source may need to be changed or serviced—before it begins affecting
your imaging data. Measuring the intensity of the light source is useful in determin-
ing whether a sudden reduction in image intensity is due to the sample or microscope.
Additionally, it is valuable to have a log of regular and consistently performed mea-
surements when negotiating service with vendors.

For ease and repeatability, we recommend using a meter designed to measure in-
tensity out of an objective lens at the specimen level (Table 4.1). Use the same
(clean) objective lens for each reading. Focal position may significantly affect the
intensity measurements, so focus on a standard slide before placing the light sensor
on the stage. Remove the standard slide, replace it with the light sensor without
changing the focus position, and acquire the intensity measurement at the desired
wavelengths. Note that standard light meters (e.g., X-Cite XR2100 and XP750;
Table 4.1) do not measure wavelength of the light. However, the sensors in the light
meters are calibrated to correct for differences in sensitivity to wavelength, making it
important to enter the wavelength of light you are measuring into the meter to yield
the correct reading. The Prior LumaSpec 800 (Table 4.1) can be used to measure both
intensity and wavelength of the illumination light source.
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To ensure validity and consistency, always follow the same protocol when tak-
ing the measurements. Remove all neutral density filters from the light path, and
fully open the field and aperture diaphragms. If the light source intensity is adjust-
able, take all measurements at the same power level. If the light source takes time
to stabilize after turning it on (e.g., mercury bulbs or gas lasers), use a standard
warm-up time (e.g., 1 h) before making measurements. For each light source, take
baseline time-lapse readings to get a sense of short-term stability. If there is a large
amount of variance over the course of a few minutes, expect less precision in
weekly readings.

If you observe a sudden unexplained drop in intensity, there are several avenues
for troubleshooting (Table 4.2). One possible cause is damage or deterioration of the
LLG commonly used with metal halide or “light engine” illuminators. LLGs, like
fiber-optic cables, can be damaged if they are pinched or bent at sharp angles. Even
without physical trauma, LLGs have a limited lifetime and can deteriorate or develop

bubbles within the liquid. To inspect a LLG, turn off the light source and disconnect
the LLG from the microscope and light source. Point one end of the LLG toward the
room lights and view the light passing through the opposite end. The light should

Table 4.2 Troubleshooting Guide

Problem

Unable to get image
into sharp focus

Sudden drop in
fluorescence
illumination intensity

Gradual drop in
fluorescence
illumination intensity

Dark spots in image

Possible causes (in order
of likelihood)

Dirty objective lens

Incorrect immersion media
used with objective
Objective turret not seated
properly

Dirty sample

Filter or blockage in light
path

Dirty objective lens
Damaged liquid light guide
(LLG) or laser fiber

Laser misalignment

Laser misalignment

Aging LLG

Damaged or aging
fluorescence filters

Light source reaching end of
lifetime

Dust on specimen or in light
path

Try this

Clean objective lens
Check objective specifications

Reseat objective turret

Clean coverslip
Check fluorescence light path

Clean objective lens

Remove and check LLG/fiber;
replace if needed

Place a service call
Place a service call
Check LLG; replace if needed
Clean/replace filters

Check manual/place a service
call

Refer to procedures in this
chapter to identify location and
clean, and/or perform
background subtraction




Table 4.2 Troubleshooting Guide—cont'd

Problem

Uneven
fluorescence
illumination

Uneven transmitted
illumination

Inability to achieve
Koehler alignment

Bad phase images
(after performing
Koehler alignment)
Bad DIC images
(after performing
Koehler alignment)

Problems with
image stitching

Vibration in system

Possible causes (in order
of likelihood)

Filter partially in place
Shutter not opening
completely

Damaged LLG

Distortion caused by optics
in fluorescence pathway

Misaligned collimator
System not aligned

Filter partially in place
Shutter not opening
completely

Objective turret not seated
properly

Condenser module not
seated properly

Phase rings mismatched or
misaligned

Missing one or more
necessary DIC optics

Birefringent material in light
path (e.g., culture dish lid)

Uneven illumination
(transmitted)

Uneven illumination
(fluorescence)

Camera angle misaligned

Antivibration table

Contact between electronic
components and tabletop or
microscope

Moving components (e.g.,
fans)

Try this

Check fluorescence light path
Remove shutter for testing

Check LLG; replace if needed
Remove/rotate each
component one by one and
recheck flatness of field

Align or call service rep
Perform Koehler alignment
Check transmitted light path
Remove shutter for testing

Reseat objective turret

Loosen and reseat condenser
module

Check/align rings

Check for missing/incompatible
DIC components

Remove birefringent material

Perform Koehler alignment; turn
off room lights/use blackout
curtains

Check flatness of fluorescence
illumination

Level camera relative to
microscope stage; calibrate
camera angle in software

Verify that tabletop is floating
and wheels (if any) are not
touching floor

Check for free space between
shelves and tabletop; ensure
that controllers are not directly
on tabletop

Test camera fan; check for
contact between heating/
cooling fans and microscope or
incubator

Continued

I
4.2 Maintenance and testing
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Table 4.2 Troubleshooting Guide—cont'd

Problem

Compromised
spatial resolution

Acquisition is slow

Lateral (XY) or focal
(2) drift

Imprecision in
z-step size

Z-stepping speed
too slow, or large
variance in time
between steps

Inability to remove
components

Possible causes (in order
of likelihood)

Mechanical shutter
attached to microscope

Microscope incorrectly or
loosely assembled
Fluctuations in temperature/
humidity

Dirty objective lens
Vibration in system

Damaged objective lens
Computer

Camera

Communication issues
between microscope
hardware and software
Temperature instability due
to microscope incubator
system
Temperature/humidity
instability in microscope
room

Stage linear encoders (if
lateral drift)

Microscope’s autofocusing
system not working properly
(if focal drift)

Sample not secured to
stage

z-Motor moving in the
wrong direction

Incorrect z-motor settings

Microscope’s autofocusing
system is interfering with
z-motor

Incorrect z-motor settings

Neglected microscope or
inexperience

Try this

Remove shutter or increase
shutter delay time

Dismantle and reassemble
microscope

Monitor these factors to check
for correlation with vibration

Clean objective lens

Check for vibration (see
succeeding text)

Place a service call

Check RAM, disable automatic
antivirus scans, defragment
hard drive, and save data locally
rather than to a remote location
Check all camera settings, verify
driver/software compatibility
Check component settings in
software; disable components
one by one and note effect
Close all incubator doors and
allow temperature to stabilize
before imaging

Measure ambient conditions
over time and address any
heating/cooling issues

Verify that encoders are
connected and enabled
Consult microscope manual for
troubleshooting tips/place a
service call if necessary

Check placement of sample in
stage adapter; secure adapter
to stage with screws

Change settings so that focus
motor moves up (against gravity)
during stack collection

Check device settings in
software; choose lower
tolerance and/or speed

Disable autofocusing system

Check device settings in
software

Place a service call
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appear bright and even as you tilt the light guide slightly to observe different angles.
If you see dark lines or spots, it may help to very gently shake the LLG to dislodge air
bubbles. If dark lines or spots remain, the LLG needs to be replaced.

4.2.4 FLATNESS OF FLUORESCENCE ILLUMINATION

To check for evenness of illumination across the field of view (Zwier, Van Rooij,
Hofstraat, & Brakenhoff, 2004), view a uniformly fluorescent sample. We recom-
mend preparing a slide composed of a highly concentrated fluorophore solution with
high optical density (Model & Blank, 2008), which mimics a thin fluorescent film.
Focus on the slide just below the coverslip. The wide-field fluorescence field dia-
phragm sits in a position conjugate to the image focal plane and can therefore be used
to find focus; close the field diaphragm and focus on the edge of the diaphragm.
Adjust camera exposure to use the full dynamic range of the camera without satu-
ration. Acquire several images from different fields and average the images in your
image acquisition/processing software. Minor inhomogeneity in the sample is re-
duced by averaging images of different fields of view together, resulting in an image
that represents the illumination pattern in the microscope. Apply a heat map lookup
table to easily visualize intensity flatness in the image and plot a line scan diagonally
across the image in both directions and view the intensity profile. Save a copy of
your flat field image so you can compare it the next time you check the microscope.
If you find a sudden inhomogeneity in the field, consult Table 4.2 for troubleshooting
advice. It is rare to find completely homogenous illumination in any fluorescence
microscope light source; consult your microscope representative if you find yours
is particularly bad.

4.2.5 COLOR REGISTRATION

Registration between fluorescent wavelengths should be checked regularly, partic-
ularly if performing colocalization analysis (Adler & Parmryd, 2013; Dunn,
Kamocka, & Mcdonald, 2011; Chapter 21). Axial color registration varies with
different levels of chromatic correction in objective lenses (Dunn & Wang, 2000;
Chapter 2). Lateral chromatic shifts can be introduced when changing between
different dichroic mirrors or emission filters, as is commonly the case in multi-
color fluorescence imaging. Always recheck registration if any one filter in the
fluorescence filter set is replaced.

Prepare a slide using TetraSpeck beads (Table 4.1) and acquire images at the
desired wavelengths. Digitally pseudocolor and overlay two images at a time.
Using a high digital zoom factor, view several sets of beads, and measure the X,
Y pixel shift between the two wavelengths. Apply the X, Y shifts to future images
using the image alignment tool in your software package. Note that color registra-
tion will differ across the field of view, with chromatic shift typically being
more prominent around the image peripheries. In this case, the calculated chromatic
shift will only apply to particular segments of the camera field. Image warping
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algorithms can be used to correct for varying chromatic shifts across the field of
view (Wolf, Samarasekera, & Swedlow, 2007).

4.2.6 VIBRATION

Vibration in a microscope can sabotage data quality. It is important to regularly
check for vibration, particularly when imaging objects that are near the optical res-
olution limit. Vibration can result in blurry images and decreased image intensity;
when collecting an image of a vibrating object, the image will spread over additional
pixels (Fig. 4.6).

To check for vibration, prepare a slide of subresolution fluorescent beads
(Table 4.1). Using the highest available magnification, remove the DIC objective
prism (if present) and focus on a field of beads. Set camera binning to 1 x 1 for both
the live view and acquired images. Observe a live scan using a very short camera
exposure (5—10 ms) to see if the image of the beads is vibrating. Comparing images
collected using short and long exposures (e.g., 5 and 500 ms, adjusting illumination
intensity to compensate for different exposure times) can also expose vibration;
vibration can cause the image of the beads in the longer exposure to appear smeared
or oblong (Fig. 4.6B).

While vibration in a system is relatively easy to identify, it can sometimes be
quite difficult to solve. The first step in troubleshooting vibration is to verify that
the microscope is mounted on an antivibration table that is working properly. Be sure
that all corners of the air tabletop are floating, and if the table has wheels that can be
lowered for moving the table, they should not be in contact with the ground. Elec-
tronic power supplies that contain fans or other sources of vibration should never be
kept on the floating air table. If there is a fan anywhere in or near the system, such as
in a heating system or a cooled CCD camera, observe a live view of the vibrating
sample while turning the fan on and off. If you find that the vibration comes and goes
over time, placing a temperature/humidity recorder (Table 4.1) in the room over the

FIGURE 4.6

The effect of vibration on image quality. 100 nm beads (see Table 4.1) and high
magnification can be used to check for vibration in the microscope system. (A) No vibration.
(B) Vibration causes blurring of the image of the beads.
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course of several days and checking for vibration frequently may help you determine
if the temperature control in the room is inadequate for high-resolution imaging. See
Table 4.2 for more tips on isolating and correcting the source of a vibration. If you
cannot get rid of the vibration on your own, it may be necessary to request that your
microscope representative take apart and reassemble the microscope or help identify
a specific hardware configuration that is sensitive to vibration.

4.2.7 MEASURE THE POINT SPREAD FUNCTION

Keep the submicron bead slide in place and use it to measure the point spread func-
tion (PSF) of your microscope. The PSF is an empirical measure of the microscope’s
resolution and aberrations (Cole, Jinadasa, & Brown, 2011; Goodwin, 2013;
Hiraoka, Sedat, & Agard, 1990). Remove the objective DIC prism from the light path
before measuring the PSF. Also, be sure that the coverslip is securely mounted to the
slide and that slide is securely mounted to the microscope stage—any movement of
the sample during acquisition will compromise the PSF. After placing the slide se-
curely on the microscope stage, allow it to “settle” for 10-20 min before acquiring
the PSF. Follow the protocol outlined in Cole et al. (2011) for collecting and analyz-
ing PSFs using a readily available software plug-in.

Be aware that PSF measurements are sensitive and error-prone. Repeat the PSF
multiple times, with different bead slides, and consider the best PSF you collect to be
the most representative of your imaging system. Measure the PSF regularly for all
high-numerical aperture objectives. It is very useful to have baseline PSFs available
if an objective is scratched or otherwise damaged, to help determine if the damage
affects image quality.

4.2.8 TEST PERFORMANCE OF MOTORIZED COMPONENTS
AND SOFTWARE

Motorized components can perform suboptimally due to a number of common me-
chanical issues; likewise, software performance can change and problems can arise
due to application or operating system updates or to computer-related problems
(Biehlmaier, Hehl, & Csucs, 2010). Therefore, it is recommended that you perform
routine test experiments to ensure that the speed, accuracy, and reliability of all com-
ponents are maintained.

Perform a time-lapse that includes multiple wavelengths using many or all of
your motorized components: all light sources (transmitted, wide-field fluorescence,
lasers) and shutters, multiple stage positions, and the hardware real-time focusing
mechanism or software autofocus. View each stage position over time and check
for lateral or focal drift. After acquisition, view the image metadata to check that
the time between images is as expected. Next, acquire a z-stack time-lapse to assess
performance of the focus motor. Use the image metadata to check that the z-step ac-
curacy is within the expected tolerance specified by the manufacturer and that it stays
consistent over time. Finally, test the speed of the system by acquiring a single
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wavelength time-lapse with no delay between time points. The time between frames
should be consistent and without unexpected delays.

4.3 CONSIDERATIONS FOR NEW SYSTEM INSTALLATION

When installing a new microscope system, take advantage of the opportunity to make
good choices regarding environment, accessibility, and ergonomics. There are a num-
ber of factors to consider during the initial setup that will make maintenance and trou-
bleshooting easier and can enhance the performance of your light microscope.

As discussed previously, vibration in the optical system can significantly degrade
image quality (Fig. 4.6). If the option is available, house your microscope on the
ground floor or basement of a building, as upper floors can be more sensitive to vi-
bration. No matter where your microscope is to be located, purchase a high-quality
vibration isolation table and ample shelving for accessories such as power supplies,
focus knobs, and control pads so that they are not sitting directly on the floating air
tabletop. Positioning of the microscope within the room is important to consider.
Take care to avoid setting up your microscope directly under anything that may leak:
HVAC systems, sprinklers, valves, or drip pans. If there are potential sources of dust
nearby, such as construction or carpeting, consider purchasing a HEPA filter for the
room. Be sure that the room has the appropriate grounded electrical requirements for
the equipment, and use surge protectors.

Another factor to consider during setup is the room lighting. In order to block
unwanted light in a shared space, install blackout curtains around the microscope
area. Additionally, walls may be painted black to further reduce ambient light reflec-
tion. Also ensure that bright overhead light, lamps, etc., are available for ample vis-
ibility during experimental setup, microscope maintenance, repair, and disassembly.

Another important room requirement to consider is temperature control and sta-
bility. Fluctuations in room temperature cause lateral and axial microscope drift. Be
sure that the temperature control system can handle the maximum heat load of the
equipment and that the thermostat is located in the microscope room itself. If pos-
sible, avoid placing the microscope directly in the path of airflow from vents, or in-
stall baffles to distribute air away from the microscope.

Finally, configure the workstation area to allow easy access to all cables, control-
lers, and computer ports. Ideally, there will be enough space to be able to walk
completely around the microscope table, and control boxes can be situated in such
a way as to facilitate easy removal and cable rearrangement. Hardware will need to
be moved and replaced with surprising frequency over the years of normal use, so
allowing for easy access is important.

In conclusion, there are a number of simple steps that a microscope manager can
take to enhance performance and increase the longevity of their imaging system. The
process of regular maintenance and troubleshooting can be expedited significantly if
the proper tools are readily available and the microscope is configured in a way that
maximizes performance and minimizes downtime.
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Abstract

Fluorescence microscopy of live cells has become an integral part of modern cell biology.
Fluorescent protein (FP) tags, live cell dyes, and other methods to fluorescently label proteins
of interest provide a range of tools to investigate virtually any cellular process under the mi-
croscope. The two main experimental challenges in collecting meaningful live cell microscopy
data are to minimize photodamage while retaining a useful signal-to-noise ratio and to provide
a suitable environment for cells or tissues to replicate physiological cell dynamics. This chap-
ter aims to give a general overview on microscope design choices critical for fluorescence live
cell imaging that apply to most fluorescence microscopy modalities and on environmental
control with a focus on mammalian tissue culture cells. In addition, we provide guidance
on how to design and evaluate FP constructs by spinning disk confocal microscopy.
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5.1 FLUORESCENCE MICROSCOPY BASICS

Fluorescence imaging relies on illumination of fluorescently labeled proteins or
other intracellular molecules with a defined wavelength of light ideally near the peak
of the fluorophore excitation spectrum and detection of light emitted at a longer
wavelength. An important question is how much excitation light is actually needed
to obtain a useful image. At the objective front lens, the light power of our spinning
disk confocal microscope with a 100-mW 488-nm solid-state laser at 100% illumi-
nation is approximately 6 mW (measured with an X-Cite XR2100 light power meter,
EXFO Photonic Solutions; Chapter 4). Divided by the area of the spinning disk ap-
erture of ~6000 um?® at 100 x magnification, this results in an irradiance of
~100 W cm 2. At lower magnification, the excitation light is spread over a larger
area; thus, the irradiance decreases proportional to the square of the magnification
ratio (i.e., ~36 W cm ™2 for 60 x). For comparison, the direct solar irradiance at
ground level on a bright sunny day at noon is ~1000 W m™? (i.e., 0.1 W cm™?)
across all wavelengths or ~1-1.5 W m Znm~' for specific wavelengths within
the visible part of the spectrum.’ Although this should be considered a rough esti-
mate, it shows that the maximum light intensity in a spinning disk confocal micro-
scope is ~ 1000 times higher compared with the total irradiance of direct sunlight and
one million times higher at a specific excitation wavelength. Similar calculations can
be made for wide-field epifluorescence illumination and result in similar values
depending on the light source. Because laser scanning confocal microscopes utilize
afocused beam to illuminate a very small area at a time, typical irradiance values can
be several orders of magnitude higher.

This difference in specimen irradiance between spinning disk and laser scanning
confocal microscopes explains partly why spinning disk confocal microscopes are
the better choice for live cell imaging. Fluorescence emission is linearly related to
the excitation light intensity as long as the majority of fluorescent molecules in a
population are not in the excited state. At higher rates of photon flux, however, that
are quite easily reached in laser scanning confocal microscopes, a large proportion
of fluorophores populate the excited state and thus can no longer absorb additional
photons (Wang, Babbey, & Dunn, 2005). This is referred to as ground-state deple-
tion, and additional excitation light will only yield subproportional increases in
fluorescence signal but still contribute to photodamage. In spinning disk confocal
microscopes, ground-state depletion is not reached even with high power excitation
lasers (> 100 mW) because the excitation light is spread over thousands of pinholes
that scan across the specimen rapidly (Chapter 9). It is interesting to note that
ground-state depletion can be used to achieve PALM/STORM-type superresolution
(Lalkens, Testa, Willig, & Hell, 2012).

Although high-intensity light itself is damaging to cells (especially in the near-
UV range that can induce DNA damage), the main phototoxic effects in live cell

'Based on the American Society for Testing and Materials (ASTM) Terrestrial Reference Spectra.
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fluorescence microscopy result from fluorophore photobleaching. Each time a fluo-
rescent sample is illuminated, a fraction of the fluorophore population will be
irreversibly destroyed. In addition to decreasing the available fluorescence signal with
each exposure, photobleaching generates free radicals and other highly reactive break-
down products (a fact exploited in photoinactivation techniques such as CALI,
Jacobson, Rajfur, Vitriol, & Hahn, 2008). The degree of phototoxicity depends to a
large extent on the fluorophore. For example, fluorescent proteins (FPs) tend to be less
phototoxic compared with chemical fluorescent dyes because the photobleaching
chemistry is contained within the B-barrel protein structure. The only certain way to
reduce photobleaching and associated photodamage is to reduce excitation light expo-
sure by limiting exposure time and light intensity as much as possible while retaining a
useful signal-to-noise ratio required for the specific experimental question (Fig. 5.1).

The traditional fluorescence microscope design utilizing the same lens system as
both condenser and objective is suboptimal in limiting light exposure of the specimen.
Even in a confocal setup in which emitted out-of-focus light is rejected, the specimen
above and below the focal plane is still illuminated and thus subjected to photobleach-
ing and toxicity. This greatly limits the number of images that can be acquired and in
many cases makes it impossible to acquire high-resolution, time-lapse series of 3D
volumes. It will be exciting to see whether recent light sheet microscopy approaches
(Chapter 11) in which excitation is limited to the focal plane that is currently imaged
can revolutionize live imaging in cell biology as they have done in developmental
biology. Most light sheet microscope designs are limited to low-NA, low-
magnification objectives, which are sufficient to image cell movements in develop-
mental processes, but do not routinely allow high-resolution imaging of intracellular
dynamics. Recent advances such as Bessel beam microscopy show great promise
(Gao et al., 2012) but are currently only available to specialist labs, and this chapter
focuses on more traditional fluorescence microscopy technology.

5.2 THE LIVE CELL IMAGING MICROSCOPE

Most modern wide-field epifluorescence, spinning disk confocal, or TIRF micro-
scope setups rely on a similar set of optical and mechanical components, and all
imaging modalities are often used for live cell imaging. In the following, we give
a short overview of the most critical parameters when designing or optimizing a
system for fluorescence live cell microscopy. While it may not be possible to opti-
mize all components of a specific fluorescence microscope setup depending on the
imaging modality and experiment, we outline important hardware factors that should
be considered in the design of a live cell imaging microscope to limit light exposure
as much as possible:

o Excitation and emission light path: The wavelengths of excitation and emission
filters should be optimized to match the fluorophore used to limit unnecessary
light exposure and optimize detection of fluorophore emission (see more in
section 5.4). Remove all unnecessary optical components from the light path.
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FIGURE 5.1

Dependence of signal-to-noise on effective pixel size and exposure. Spinning disk confocal
images of HaCaT cells expressing EGFP-Rab6A that localizes to the Golgi apparatus and
intracellular vesicles acquired with 488 nm excitation and a 525/50-nm band-pass emission
filter using a Nikon 60 x CFI Apo TIRF NA 1.49 oil immersion objective. (A) Images acquired
with different camera binnings, but otherwise identical exposure settings (~1.5 mW light
power at the objective; 20-ms exposure time). Although binning drastically increases signal-
to-noise, it also decreases resolution. (B) Images with no binning at ~8 mW light power
acquired at different exposure times. The graphs below show corresponding histograms of
pixel intensities. At sufficient signal-to-noise ratio (somewhere between 20 and 200 ms;
magnified insets) details such as EGFP-Rab6 tubules become visible representing optimal
exposure settings for this specimen Longer exposure times (2 s) result in unnecessary
photobleaching, blurring of fast-moving vesicles, and camera saturation without a useful
increase in signal-to-noise.
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For example, a forgotten polarizer in the emission path will cut the signal
reaching the camera in half. It is also important to reduce background light by
turning off the room lights and minimize scattered light in wide-field imaging by
closing the field diaphragm as much as possible.

Shutters: Fast, motorized shutters should be used to turn off the excitation light
when not needed to take an image. It is particularly important to note that
software-controlled shutters often have a significant overhead. Because of
computer-induced delays in sending commands (and sloppy programming in
almost all modern commercial software), shutters can open and close hundreds of
milliseconds before and after an image is actually taken. Ideally, shutters are
directly hardware-triggered by the camera. Most camera and shutter
manufacturers support this option using a simple coaxial TTL trigger cable, but it
is often not implemented by default. It is also important to note that switching
between wavelengths will require some additional hardware to combine the
camera trigger with a wavelength selection signal from the imaging software
(Stehbens, Pemble, Murrow, & Wittmann, 2012). In the absence of significant
shutter overhead and at excitation light intensities well below fluorophore
ground-state depletion, the recorded signal and the degree of photobleaching
should only depend on the total amount of light received by the specimen (i.e.,
100 ms exposure at 10 mW should be the same as 1 s exposure 1 mW excitation
light power). Of note, LED-based light engines are becoming more and more
common. An important advantage of LEDs is that they can be switched on and off
very rapidly and may thus not require additional mechanical shutters.
Objective lens: As outlined earlier, specimen irradiance increases drastically with
magnification. Thus, to limit photodamage to the specimen, the lowest
magnification should be used as determined by the experimental question.
However, it is important to note that sufficient sampling of the microscope optical
resolution in many cases requires 100 x magnification (Stehbens et al., 2012).
Depending on how low of a fluorescent signal needs to be observed, one should
also try to select the brightest possible objective. For example, phase contrast
objectives transmit ~ 5% less light. We routinely use Nikon 60 x and 100 x 1.49
NA CFI Apochromat TIRF objectives for spinning disk confocal microscopy to
maximize light collection using standard immersion oil. For a more detailed
discussion of objective lens characteristics see Chapter 2.

Camera: To detect dim fluorescent signals, it is essential to use cooled scientific-
grade cameras with the lowest readout noise available. Lower noise allows
detection of dimmer signal. While interline CCD cameras have historically
shown the best performance for live cell imaging, the camera field has
developed rapidly in the recent years (see Chapter 3), and it is difficult to make a
general recommendation. Ideally, different types of cameras should be tested
with the specimen of interest before a purchasing decision is made to find the
best compromise between price and performance. There is a note of caution
regarding EM-CCD cameras that are often pushed for live cell imaging: the
electron multiplication feature only discriminates against camera-inherent noise
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and thus only makes sense with specimens that have low signal and essentially
no background fluorescence. For this reason, EM-CCDs are very powerful in
single molecule imaging approaches. However, this is not the case for most live
cell imaging experiments in which a substantial fluorescent background exists,
for example, from the pool of cytoplasmic protein. In this case, both the
fluorescent background and the signal are amplified equally resulting in larger
pixel intensity values, but essentially the same signal-to-noise ratio. Apparent
gain in signal-to-noise compared with interline CCD cameras largely results from
the larger pixel size in EM-CCD cameras (the most commonly used EM-CCD
chips have a 6 x larger pixel area compared with interline CCDs). Without having
done a direct comparison, a very similar increase in signal-to-noise ratio (with
an associated decrease in image resolution owing to the larger pixel size) can
likely be achieved by binning of a regular CCD camera for a much lower cost
(Fig. 5.1; more on cameras in Chapter 3).

Although these considerations on minimizing light exposure of fluorescent speci-
mens also apply to nonfluorescent, transmitted light microscopy, light intensities
in phase contrast or DIC are much lower and rarely problematic as long as heat-
cutting filters and shutters to turn off illumination between exposures are used.
Environmental control of the specimen becomes much more important to ensure
viability in time-lapse experiments monitoring long-term cell dynamics.

Microscope automation that is equally useful for both fluorescent and transmitted

live cell microscopy includes the following:

Hardware autofocus: Focus drift is a notorious problem in high-resolution time-
lapse imaging. To some extent, focus drift can be minimized by using good
experimental practice. For example, by making sure that the specimen is securely
seated on the stage and allowing a sufficient period of time for thermal
equilibration before starting a time-lapse experiment. However, in experiments
that last longer than a few minutes, this will likely not be enough. Hardware
autofocus systems mostly rely on detecting a reflection of a near-IR light beam
from the interface between coverslip glass and tissue culture medium and using
drift of this reflection as a feedback for the motorized focus drive. This principle,
similar to TIRF, relies on a sufficient refractive index mismatch at the interface
and can maintain satisfactory focus even at high magnification for days (Haynes,
Srivastava, Madson, Wittmann, & Barber, 2011). Software autofocus may be
used on a transmitted light image, but not in a fluorescence channel, because the
focusing algorithms will need to acquire multiple additional images per time
point to determine focus, thus resulting in rapid photobleaching.

Motorized stage: Multipoint acquisition allows parallel data collection from
many fields of view, which is especially important for longer time-lapse
experiments or drug treatments that can only be done once per specimen. For
high-magnification experiments, the accuracy with which a motorized stage
returns to a previous position is key. In high-precision stages equipped with linear
encoders to measure stage position independent of the stepper motor, this
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repeatability should be in the order of hundreds of nanometers. Thus, at high
magnification, some inaccuracy in returning to previous positions is inevitable
and will be visible as slight jitter in time-lapse sequences. However, this can often
be corrected by correlation-based image alignment algorithms.

5.3 MICROSCOPE ENVIRONMENTAL CONTROL

Cultured cells and tissues will only behave normally in a physiological environment,
and control of factors such as temperature and tissue culture medium composition is
thus critically important to obtaining meaningful data in live cell imaging experi-
ments. The conditions required to successfully maintain cell health on the micro-
scope stage obviously depend on the organism, and in this section, we provide a
general overview of options available to maintain environmental control with a focus
on live cell imaging of mammalian cell types.

5.3.1 TEMPERATURE

The most basic level of environmental control is maintaining correct temperature to
ensure that observed cell dynamics are an accurate representation of in vivo cell be-
havior. For cells from warm-blooded animals, the specimen thus needs to be
warmed. Although the most commonly used temperature is 37 °C for mammalian
cell lines, it should be noted that physiological body temperatures can vary consid-
erably (i.e., 42 °C in chickens), and depending on the experiment, one may want to
take this into consideration. In contrast, Drosophila cells will not behave normally or
even survive at 37 °C. In general, biochemical reaction kinetics are temperature-
dependent, and one would expect that most dynamic cell processes occur at slower
rates at lower temperature. Thus, in addition to maintaining cell health, accurate tem-
perature control will also limit variability between experiments. Each of the designs
used to achieve temperature control has its advantages and disadvantages, and the
choice of equipment will be determined by experimental question and type of
specimen:

o Air stream incubators: The simplest way to control temperature is by blowing
warm air across the specimen. Such glorified hair dryers with highly accurate
temperature control are available commercially (Nevtek) but can also be
homemade. While this design has the advantage of being compatible with
virtually any microscope stage and specimen, it is difficult to precisely control
temperature at the specimen. In addition, heat fluctuations and vibration
negatively influence focus stability, and the stream of warm air will very rapidly
evaporate tissue culture media from open cell culture dishes.

» Stage-top incubators: Heated stage incubators are available from many
manufacturers and are growing in popularity. These range from relatively simple
heated inserts for existing microscope stages to more complex incubation
chambers that combine temperature and gas control and also allow perfusion of
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different types of media (Okolab, Tokai Hit, Warner Instruments, and others).
A general problem with this design is that the central hole in the heated plate
through which the specimen is observed is not heated. For long working distance
air objectives, transparent, warmed bottom plates are available. However, this
does not work with high-NA oil objectives, which are thermally coupled to the
coverslip by the immersion oil. The objective acting as a heat sink will especially
cool the spot that is currently under observation, generating temperature gradients
of unknown magnitude. To alleviate this problem, stage-top incubators are often
used in combination with heated collars around the objective. A troubling aspect
of this design is temperature fluctuations and gradients generated in the objective.
Heating the front lens to 37 °C will require a much higher temperature of the
heating collar. In addition, glass and metal have very different thermal expansion
coefficients, and it is easy to imagine how temperature gradients and repeated
heating and cooling will negatively affect optical performance and lifetime of
these very expensive, precision-engineered compound objective lenses.

o Full microscope enclosures: For dedicated live cell imaging systems, we
therefore find that a full heated enclosure that contains specimen, stage, objective
turret, and parts of the microscope body to be the preferred solution. Such
enclosures are mostly made from acrylic glass. One disadvantage is that these
need to be custom-designed to fit around specific imaging systems and allow for
sufficient space for cameras, filter wheels, and other peripheral devices. This may
also make it more difficult to change components at a later time. Advantages are
that full enclosures allow the best thermal equilibration. We always leave our
system set to 37 °C because it will take several hours for full temperature
equilibration. This also reduces focus drift and minimizes thermal cycling
experienced by optical and mechanical components. In addition, the microscope
stage remains free and there are no limitations to the type of sample chambers that
can be used.

5.3.2 MEDIA COMPOSITION AND PH

Most tissue culture media are buffered to physiological pH by sodium bicarbonate
and 5% CO,. Thus, pH in an open tissue culture dish on a microscope stage will
rapidly increase and leave the physiological range within minutes as CO, outgases
into the atmosphere. One common approach to control pH is the use of CO,-
independent media or addition of 10-25 mM HEPES to increase buffering capacity.
However, HEPES alone will not completely control long-term alkalization of
bicarbonate-buffered media, and it is also important to test how changing to a dif-
ferent imaging medium or HEPES addition affects the process under investigation.
For example, bicarbonate transporters are principal regulators of intracellular pH in
animal cells, which will not function correctly in bicarbonate-free media or buffers
such as PBS. A better, but technically more involved approach is to control CO,
concentration such that regular tissue culture medium can be used, which can be
especially important for long-term imaging experiments. Most high-endstage-top
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incubators have the option of active CO, control in which a sensor, ideally placed
near the specimen, measures CO, concentration providing a feedback signal to an
active gas mixer. However, active CO, controllers are unreasonably expensive
and not without trouble, and a malfunctioning sensor can offer a false sense of
security.

Alternatively, passive control of CO, concentration can be achieved by using pre-
mixed 5% CO, (often sold as biological atmosphere) or produced by passive volu-
metric mixing. 5% CO, can then be streamed slowly onto the specimen covered, for
example, with a very low-cost inverted plastic dish to minimize gas leakage. In our
hands, this has been effective to control pH for days. Of note, it is not feasible and
likely dangerous to fill a full microscope enclosure with 5% CO,. For live imaging of
tissue slices, more complex gas control including increased oxygen supply may be
necessary (e.g., 40% oxygen, 5% CO,, and 55% Nj; Attardo, Calegari, Haubensak,
Wilsch-Brauninger, & Huttner, 2008). In any case, to prevent evaporation of cell
culture medium during imaging, it is necessary to humidify the gas mixture. This
can be achieved by bubbling gas through a bottle with sterile deionized water or
by channeling through semipermeable tubing immersed in water. The latter solution
is preferable as it introduces less vibration and results in better humidification. To
maintain sample temperature, humidifiers should be either warmed or placed inside
the heated microscope enclosure. If necessary, additional humidification can be
provided by placing wet tissue paper inside the imaging chamber.

Of note, most tissue culture medium contains fluorescent compounds such as
phenol red. In our hands, background fluorescence of regular DMEM or similar tis-
sue culture media is negligible on our spinning disk confocal setup at 488 or 561 nm
excitation with optimized filter sets. However, phenol red is highly fluorescent when
excited at 440 nm, and phenol red-free medium has to be used for imaging of
cyan FPs.

5.3.3 IMAGING CHAMBERS

For live cell microscopy, cells are typically grown on coverslips and viewed with an
inverted microscope from below. Most microscope objectives are designed for no.
1.5 coverslips (0.17 mm thick), and use of coverslips of a different thickness will
result in spherical aberration. However, practical considerations can sometimes de-
mand the use of thinner coverslips. For example, we have used no. 1 coverslips for
high-resolution imaging of epithelial organoids embedded in a 3D extracellular ma-
trix to increase the usable working distance of high-NA oil objectives (Gierke &
Wittmann, 2012). Coverslips should be cleaned well before seeding cells, for exam-
ple, by using the “squeaky clean” coverslip cleaning protocol outlined in Chapter 20.
It may also be necessary to coat coverslips with appropriate extracellular matrix mol-
ecules to improve adhesion and promote normal cell dynamics.

Stage-top incubators often come with dedicated live cell imaging and perfusion
chambers for mounting coverslips, but it is important to consider whether a compli-
cated imaging chamber is necessary for a particular experiment. Imaging chambers
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can be arbitrarily complex requiring assembly of multiple O-rings, spacers, and
screws, which increases the risk of leakage, contamination, or drying of the speci-
men. It is also important to note that imaging chambers with bottom parts thicker
than the working distance of a high-NA oil objective, which is typically in the range
of 0.1-0.2 mm, have to be used very carefully to avoid damage to the objective front
lens. Chambers with thick bottom assemblies can also significantly limit the observ-
able coverslip area.

Alternative solutions are disposable cell culture dishes in which a coverslip is
glued to the bottom of a plastic tissue culture dish. Several variations of this theme
are commercially available such as 35-mm round dishes (Matek, Cat. No. P35G-1.5-
14-C; In Vitro Scientific, Cat. No. D35-10-1.5-N) or rectangular formats (Lab-Tek,
Nunc Cat. No.155361). Although supplied in sterile packaging, these commercial
dishes are often not as clean as one would like them to be for live cell imaging. Glass
bottom dishes can be self-made by drilling a hole into a plastic tissue culture dish and
gluing matching coverslips onto the bottom by using UV-hardened glue. If the nec-
essary equipment is available, this can be a good cost-effective alternative to com-
mercial products. In an open tissue culture dish at 37 °C, a significant amount of
water will evaporate within minutes, which increases the osmolarity of the tissue cul-
ture medium much more rapidly than one might anticipate and may negatively affect
cell dynamics in the absence of an apparent change in medium volume. Thus, even in
relatively short experiments, glass-bottom dishes should be sealed. This can be done
by running a bead of silicon grease around the inner edge of the lid before closing the
dish. If drugs need to be added during the experiment, a small glass plate on top of the
dish will also help to reduce evaporation. Alternatively, a layer of mineral oil can be
overlaid on top of the medium.

In experiments during which cells do not need to be accessed during imaging, we
have been quite successful using simple, reusable anodized aluminum slides that can
be easily custom-made (e.g., online at www.emachineshop.com). These slides have a
hole and counterbore on each side (Fig. 5.2A). A clean 15-mm round coverslip
(Warner, CS-15R15, Cat. No. 64-0713) and one with the cultured cells are attached
to the ledge of the counterbore on either side with silicon grease (Dow Corning High
Vacuum Grease), which creates a seal that eliminates evaporation and restricts gas
exchange. After assembly, it is important to clean the outside of the coverslip car-
rying the cells with ethanol to remove any trace of silicon grease that will contam-
inate the immersion oil and deteriorate image quality. Despite the small media
volume (~200 ul), cell health in these chambers is usually excellent, and we have,
for example, imaged F-actin dynamics during epithelial-to-mesenchymal transition
for up to 48 h using these slides (Haynes et al., 2011). After use, we clean the slides
by several washes and short sonication in soapy water, deionized water, and ethanol.
For special applications such as chemotaxis assays, different designs of disposable
microfluidic chambers are available (e.g., from ibidi). To allow high-resolution im-
aging, these chambers use plastic coverslips with a refractive index that matches
glass. It is important to note that organic solvents in different types of immersion oils
may dissolve this plastic, and it is thus important to test compatibility.
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FIGURE 5.2

Diagram of reusable aluminum slides. (A) Example dimensions for a slide made to fit
15-mm round coverslips. All dimensions are in mm and can be adapted to fit different
microscope stages. (B) Assembly of metal slides: A bead of silicon grease is distributed

on one side of the slide with a small spatula and a clean cover slip is attached (1); after turning
the slide (2), a thin layer of silicon grease is likewise spread on the other side (3), a drop
of cell culture medium is added (4), and a cover glass with cells is mounted with the cells
facing inside (5). Before imaging, the outside of the coverslip needs to be cleaned thoroughly
to avoid contamination of the immersion oil.

5.4 FLUORESCENT PROTEINS

The strength of live cell fluorescence imaging is in the specificity with which pro-
teins and cellular structures can be labeled, imaged, and analyzed. Genetically
encoded FP tags have revolutionized the analysis of intracellular dynamics and
are now the most commonly used. In the last decades, dozens of different types
of FPs have been cloned, engineered, and optimized, and Chapter 6 provides an over-
view of recent FP developments. Here, we briefly summarize important consider-
ations that should enter the design of live cell imaging experiments using FPs:

* Matching FP spectra and fluorescence filter sets: Excitation and emission spectra
of modern FP variants cover almost the entire visible spectrum. However, in
reality, the usefulness of specific FPs will be determined largely by the available
excitation and emission bands in a live cell imaging system. To deliver the correct
wavelength of light and collect as much signal as possible, excitation and
emission filter sets need to be optimized. While epifluorescence filter sets can
easily be adapted for different wavelengths, spinning disk confocal microscopes
are much less flexible. Excitation and emission bands in a spinning disk
confocal microscope are largely determined by the dichroic beam splitter in
the spinning disk head. Because these beam splitters operate in reverse (the
emission light is reflected) compared with beam splitters in epifluorescence filter
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cubes (in which the excitation light is reflected), fewer choices are available.
In addition, excitation wavelengths in spinning disk confocal microscopes and
other laser-based systems are limited to a relatively small number of available
laser lines with sufficient power. For example, while 488 nm is almost optimal
for EGFP excitation, it is not for red-shifted brighter variants such as Clover
(Lam et al., 2012). Similarly, to optimize the yield of emitted fluorescence, it is
essential to match emission filters to the FP emission spectrum. In general, FP
emission spectra are broad. Thus, in single wavelengths experiments, long-pass
emission filters are preferable to collect as many emitted photons as possible.
Ideally, band-pass emission filters should only be used in experiments with
multiple FPs, and band-pass filters with the widest permissible transmission
bands to avoid cross talk between channels should be selected. Narrower
emission bands may be required in specimens with high autofluorescence, and
optimized filters sets should be determined empirically. If emitted light is
detected inefficiently, higher excitation light intensity will be needed to
achieve the same signal-to-noise ratio, which increases photobleaching and
phototoxicity.

» Other factors influencing FP choice: While fluorescence properties are obviously
important for successful live cell imaging, in choosing a specific FP, one
should also consider its performance in a specific biological system. This
includes the FP tendency to dimerize or aggregate, which will depend on
multiple parameters such as temperature, and an FP that works well in yeast may
aggregate in mammalian cells. Especially for newer FP variants where reports
from the literature may be scarce, it is advisable to test cells for toxic effects and
unspecific aggregation when expressing fusion constructs. Finally, maturation
time of the fluorophore varies widely between FPs and has to be considered
together with FP stability when FP reporters are used to assess protein turnover or
rapid gene expression changes.

» Placement of the FP tag: We will not cover details of cloning of FP constructs,
but it is important to devise a tagging strategy in which the relatively large FP
moiety will interfere least with endogenous protein function. FP tags are most
commonly placed at the N- or C-termini of the protein of interest but can also be
inserted in intrinsically disordered protein regions between folded domains.
Immunofluorescence of the endogenous protein as well as functional assays
should be used to test to what extent addition of the FP tag interferes with protein
localization and function. It is also important to note that different FPs can
have very different effects on different proteins of interest. Figure 5.3 shows an
example of two FP-tagged constructs of the membrane type 1 matrix
metalloprotease (MT1-MMP) that have both been used in a number of
publications (Sakurai-Yageta et al., 2008; Wang & McNiven, 2012), and these
two constructs label almost entirely different intracellular compartments.
Intracellular MT1-MMP transport is complex, and it is possible that differential
inhibition of targeting signals enriches FP-tagged MT1-MMP in different
transport compartments. This example underscores the importance of testing
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FIGURE 5.3

Influence of tagging strategy on the apparent localization of FP-tagged MT1-MMP. Hela cells
were cotransfected with the constructs indicated. The two constructs localize to mostly
distinct intracellular compartments.

different constructs and understanding the underlying biology. If a protein
tolerates FP fusion, we have been successful in doubling up EGFP tags to increase
brightness and avoid overexpression artifacts. For example, the microtubule
plus end-tracking protein EB1 tends to bind along microtubules at high
expression levels, which can be minimized by using two tandem EGFP tags
resulting in increased signal-to-noise ratio at lower expression levels and lower
excitation light intensity (Gierke & Wittmann, 2012).

o FP photobleaching: Unfortunately, photobleaching is unavoidable and is often
the limiting factor that determines how many images can be acquired. FP
photobleaching results from a complex combination of mechanisms specific to
different FPs, and currently there is no simple solution to eliminate
photobleaching. Although recent reports propose that FP photobleaching in
biological media is reduced in the absence of vitamins that can act as electron
acceptors (Bogdanov et al., 2009), in our hands, the use of vitamin-free media
did not significantly improve EGFP photostability. The origin of this variability
is unclear, but it is possible that intracellular concentrations 