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In the 1990s, DNA microarray or DNA chip as a novel biological experimental technology was
developed, which enables the comprehensive measurement of the expression levels of hundreds of
genes, simultaneously. Using this technique, a comprehensive understanding of the cell can be
achieved. However, because even simple life forms, such as microorganisms, have more than a
thousand kinds of genes, the data from a DNA chip cannot be analyzed without statistical and in-
formational technology. Bioinformatics is the interdisciplinary research field integrating molecu-
lar biology with informatics, and it is expected to have a huge impact on the bioscientific, bioengi-
neering and medical fields. There are many techniques in bioinformatics for the analysis of DNA
microarray data; however, these are mainly divided into fold-change analysis, clustering, classifi-
cation, genetic network analysis, and simulation. In this review, these techniques are briefly ex-
plained by using some examples.
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Proteins have many important functions in a cell. If the
comprehensive measurements of the concentrations of all
kinds the proteins in a cell were performed, the condition of
the cell could be predicted. However, at present, it is diffi-
cult to measure all kinds of protein concentrations, simulta-
neously. During the translation process of a protein from a
gene, mRNA is first transcribed and the protein correspond-
ing to this mRNA is subsequently synthesized. Therefore, if
the expression levels for all mRNAs were measured, the
condition of a cell could be known. For example, the com-
prehensive measurement in the expression levels for all
kinds of mRNAs during cell proliferation, mRNAs corre-
sponding to DNA and protein synthesis for cell division
were mainly observed. In the 1990s, DNA microarray or
DNA chip technology was developed, which enables the
simultaneous measurement of the expression levels of over
one hundred genes (1–3). Measuring the time course of the
expression profiles for all kinds of mRNA using this tech-
nique, would allow temporal changes in the condition of the
cell to be evaluated. When an external stimulus is introduced
to a cell, we can observe which and how many mRNAs are
predominantly transcribed as a trigger of control in the cell
against this stimulus, and which and how many mRNAs are
transcribed subsequently. Using such data, it is also possible
to estimate the control system of transcription against this
stimulation. However, because even simple life forms, such

as microorganisms, have more than a thousand kinds of
gene, it is impossible to analyze the data from a DNA chip
without using statistical and informational technology. Bio-
informatics or computational biology, is the interdiscipli-
nary research field integrating biology with informatics, and
is expected to a huge impact on the bioscientific, bioengi-
neering and medical fields. There are many techniques in
bioinformatics for DNA microarray data; however, these are
mainly divided into fold-change analysis, clustering, classi-
fication, genetic network analysis, and simulation (4). As
shown in Fig. 1, we have applied these bioinformatics tech-
niques for DNA microarray data to the bioscience, bioengi-
neering, and medical fields for 6 years. In this paper, we
briefly explain these techniques and show the results of our
research as examples.

GROUPING GENES BY CLUSTERING ANALYSIS
OF DNA MICROARRAY DATA

One of the most basic and useful analyses for application
to the bioscience, bioengineering and medical fields using
DNA microarray data is clustering analysis, because the re-
sults may facilitate the understanding of such as the func-
tions of uncharacterized genes. Therefore, various cluster-
ing methods, such as hierarchical clustering (5), k-means
clustering (6), self-organized maps (SOMs) (7) and the
other methods (8), have been examined and used to eluci-
date fundamental and/or characteristic expression patterns.
The classification of cell lines, particularly human cancers
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(9), as well as the analysis of temporally expressed genes of
Saccharomyces cerevisiae (5) were examined using these
clustering methods. However, one problem is that the mi-
croarray data include a large amount of noise due to exper-
imental error and this significantly affects the results of
clustering analysis. However, because fuzzy logic is consid-
ered to display robustness to noise, we have applied fuzzy
k-means clustering (10), which combines fuzzy logic with
k-means clustering, to the DNA microarray data.

The fuzzy k-means clustering (Fig. 2) is performed using
the following equation:

J(K, m)= (1)

where K and N are the number of clusters and genes in the
data sets, respectively, m is a parameter which relates to the
fuzziness of resulting clusters, uki is the degree of member-

ship of gene xi in cluster k, and d2(xi, ck) is the distance from
gene xi to centroid ck. The parameters in this equation are
cluster centroid vector ck and membership vectors uki. The
values of these unknown parameters can be estimated by the
Lagrange method. The calculated uki shows the ratio of be-
longing to cluster k and centroid ck shows the representative
gene expression profile of a cluster k.

In this study, we used the expression data published by
Chu et al. (11). The growth of Saccharomyces cerevisiae
was synchronized by transferring cell to a sporulation me-
dium (SPM) at t=0 to maximize the synchrony of sporula-
tion. RNA was harvested at time t=0, 0.5, 2, 5, 7, 9 and
11.5 h after transfer to the SPM. Each gene’s mRNA expres-
sion level just before transfer to the SPM was used as a con-
trol. The expression profiles of approximately 6100 genes
are included in this data. Using these profiles, we followed
the same method as that of Chu et al. (11) to extract the
genes that showed a significant increase in mRNA levels
during sporulation. We finally selected 45 genes, the func-
tions of which have been biologically characterized by Ku-
piec et al. (12). In this study, the parameter m of the fuzzy k-
means clustering equation was set to 1.55 and the number of
clusters (K) was set to 6 on the basis of biological knowl-
edge (11).

The result of the fuzzy k-means clustering is shown in
Fig. 3. This figure shows the representative time course data
for each cluster and these values correspond to those at the
centroid in each cluster. Early I, Early II, Early-middle,
Middle, Middle-late and Metabolic, which were character-
ized by Chu (11), were used as index genes. As a result,
Early I, Early II, Early-middle, Middle, Middle-late and
Metabolic genes were found to belong mainly to clusters 1,
2, 4, 5, 5, and 3, respectively. From this result, it was shown
that fuzzy k-means clustering can be used to group genes
with the same biological characterization.

FIG. 1. Strategies for applied bioinformatics for DNA microarray
data.
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FIG. 2. k-means and fuzzy k-means clustering.
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Generally, microarray experiments include several types
of noise, and therefore, quantitative microarray data vary
from experiment to experiment. Because this noise might
significantly affect the result, it is important to investigate
the tolerance of the clustering analysis of microarray data to
noise. For this purpose, we intentionally added noise to the
experimental expression value, and tested, using the ordinal
k-means clustering and fuzzy k-means clustering, whether
the same clustering result could be obtained repeatedly (13).
The noise was randomly determined according to the nor-
mal distribution, setting the maximum variance of the noise
to be half (50%) and the same (100%) as the expression
value. We prepared 10 data sets including noise at every
maximum variance and noise tolerance was evaluated re-
peatedly. Table 1 shows the results of clustering robustness
using 10 sets of noised data in two clustering methods. In
the case of k-means clustering with 100% maximum noise
level, 393 genes in total among 450 (45 genes×10 sets) genes
were clustered into the same clusters as those using un-
noised data; 87.3% of genes had same clustering result even
when random noise was added. We defined robustness ratio
as the ratio of genes the clustering results of which were the
same with or without the addition of random noise. In the
case of fuzzy k-means clustering with 100% maximum noise
level, according to the threshold of the membership grade,
robustness ratios increased from 87.8% to 100.0%. It is ob-
vious that fuzzy k-means clustering exhibits higher robust-
ness than the ordinary k-means clustering.

From these results, it is considered that fuzzy k-means
clustering is a more suitable clustering method than the or-
dinary k-means clustering and is a powerful tool for gene
clustering from DNA microarray data.

PROGNOSTIC PREDICTION BY CLASSIFICATION
ANALYSIS OF DNA MICROARRAY DATA

Despite recent progress in clinical studies and biological
technology for cancer, prognostic predictions for patients
remain difficult and inaccurate. If prognostic prediction com-
puter software for cancer patients using DNA microarray
data could be developed with high accuracy, it would con-
siderably benefit the quality of life (QOL) of patients. Such
software is one representative application of bioinformatics
for DNA microarray data to the medical field. As shown in
Fig. 4, many research groups have attempted to develop clas-
sifying software on the basis of artificial neural networks,
such as the fuzzy neural network and multiple regression
analysis (14–16). By using published microarray data, we
have also predicted the survival of patients using a support
vector machine (SVM) (17), which is one of the powerful
supervised machines learning methods for classification prob-
lems (Fig. 5). Furthermore, the estimations of missing micro-
array measurement values and gene selection were investi-
gated, and we have constructed models on the basis of a lin-
ear SVM.

Gene selection will lead to an improvement in classifica-
tion accuracy by eliminating genes unnecessary for the clas-
sification model. We selected the important genes for the
classification by the parameter increasing method (PIM)
(15) using SVM after the selection of 100 genes with the
higher rank by signal-to-noise ratio (18). The procedure for
PIM can be summarized as follows: (i) set an empty subset

FIG. 3. Time-course patterns of expression levels of 45 genes (A) and representative time-course patterns for clusters (B).

TABLE 1. Comparison of robustness ratio for k-means and
fuzzy k-means clustering for microarray data with artificial noise

Method
Threshold for

membership grade
(–)

Maximum noise level

50% 100%

k-means – 0.942 0.873
fuzzy k-means 0.5 0.987 0.987

0.6 0.995 0.993
0.7 0.993 1.000
0.8 1.000 1.000

FIG. 4. Classification analysis for prognostic prediction from mi-
croarray data.
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of genes as the input variables, (ii) add one gene to the sub-
set to minimize the sum-squared error of SVM, (iii) repeat
procedure ii while the sum-squared error continues to de-
crease, (iv) determine the final member of genes (the opti-
mal member of genes for the classification model) in the
subset.

In this study, we used the gene expression data of a dif-
fuse large B-cell lymphoma (DLBCL) which was published
by Alizadeh et al. (19). This data set consists of 40 patient
samples including survival information on patients, and each
sample has an expression profile of 4026 genes. By setting
the threshold value of overall survival at 4 years, the prog-
nostic data can be categorized into two groups, survival or
death.

Among the 4026 genes, 1980 genes could not be subjected
to classification because of missing values in microarray
measurements. In conventional analysis, all values of such
genes with missing microarray measurement values were
deleted and disregarded. However, because there is a possi-
bility that these genes with missing values are necessary for
classification, we estimated missing values by the k-nearest
neighbor (k-NN) method (20), followed by SVM analysis.
The k-NN method selects the genes having the minimum
Euclid distance to the target gene with the missing value and
then substitutes the corresponding value of the selected
gene for that of the target gene.

The leave-one-out cross validation (LOO) (18) was car-
ried out for the fair test predictions for 40 patients. As
shown in Table 2, the predictive accuracy was improved by
applying the gene selection and the estimation of the miss-
ing value. The SVM model consisting of five selected genes
shows the highest predictive accuracy (95%). These five
genes might be biologically important genes for prognosis.
The five selected genes for prognosis are JNK3, E2F-3,
fvt-1, with the remaining two genes being labeled unknown.
It was reported that JNK3 is related to apoptosis (21), E2F-3

to the cell cycle (22), and fvt-1 to lymphomas (23).
From these results, it is expected that SVM in conjunc-

tion with k-NN and gene selection will be a powerful classi-
fication method for prognostic predictions from DNA mi-
croarray data.

GENETIC NETWORK ANALYSIS
FROM DNA MICROARRAY DATA

Recent advances in the technology of bioinformatics have
enabled gene expression to be comprehensive, whereas sev-
eral approaches have been proposed to infer the correspond-
ing genetic networks (24–28). A systematic approach for
modeling genetic networks was employed by inferring the
global state of a genetic network and by highlighting the
function and structure of each component of the network in
terms of its function within the whole network. The clarifi-
cation of transcription regulation networks has been tackled
with a top-to-bottom method. The method is based on col-
lected, ordered information of genetic expression profiles
and transcription factors, which arises massively and simul-
taneously from DNA microarrays. The inference problem
of genetic networks using experimentally observed data is
generally referred to as an inverse problem and can be de-
fined as the function optimization of the values of parame-
ters involved in a suitable model-representation of a genetic
network. We previously proposed an inferring engine in
which any of the following four completely different net-
work models work independently. The first and second
models are given by a static Boolean network based on a
Threshold-Test model (29, 30) and a multi-level digraph
model (31), respectively, which can treat a large quantity of
expression data. The third model is a Bayesian model (32)
that statistically investigates the characteristics of depen-
dence and conditional independence within the gene expres-
sion data set. The fourth model is a dynamic network model
such as the S-system (30–32), which can infer a genetic net-
work including groups of interdependent genes. The S-sys-
tem belongs to a type of power-law formalism because it is
based on a particular type of ordinary differential equation
in which the component processes are characterized by
power-law functions, namely,

= (2)

where n is the total number of state variables or reactants
(Xi), i, and j (1≤ i, j≤ n) are the suffixes of state variables.
The non-negative parameters αi and βi are apparent rate con-
stants, and the real-valued exponents gij and hij show the in-
terrelated effectivity of Xj to Xi. The first term represents all
influences that increase Xi, whereas the second term repre-
sents all influences that decrease Xi. From a mathematical
point of view, the S-system is the representation form in

FIG. 5. Concept of classification for prognostic prediction using
support vector machine.
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TABLE 2. Comparison of predictive accuracy of SVM between treatments for missing value estimation and gene selection

Method
Initial

number of genes
Selected

number of genes
Predictive accuracy by LOO

(%)

Without k-NN 2046 2046 62.5 (25/40)
Without k-NN, with gene selection 2046 11 90.0 (36/40)
With k-NN, with gene selection 4026 5 95.0 (38/40)
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Cartesian space with the assumption of linear approxima-
tion in logarithmic space. The gij and hij exponents uniquely
describe the interrelated coefficient of Xj to the synthetic
process of Xi and to the degradation process of Xi, respec-
tively. For instance, a certain gij with a positive value signi-
fies that Xj induces the production of Xi, and one with a neg-
ative value signifies that Xj suppresses the production of Xi,
one with a value of zero indicates that Xj does not affect the
production of Xi. The S-system formalism includes a large
number of parameters that must be estimated (αi, βi, gij and
hij); the number of estimated parameters in the S-system for-
malism is 2n(n+ 1), where n is the number of state vari-
ables (Xi). We have to estimate a set of system parameters in
the model which can realize experimentally observed time-
course data. For the optimization of the estimation of large
numbers of parameters, the real-coded genetic algorithm
(RCGA) (33, 34) is introduced as a nonlinear numerical op-
timization method which is much less likely to be stranded
in local minima.

The strategy for the inference of genetic interactions is
summarized in Fig. 6. Given data of hold-change in the in-
tensity of gene disruption or forcible expression under sta-
tionary state, the threshold-test model and Bayesian model
are applied to infer binary relationships between target
genes. In the case of expression profiles before and after
adding an appropriate drug, or expression profiles between
diseased and normal samples, the Bayesian model is again
applicable. Additionally, the multi-level digraph model in-
fers consistent minimal binary relationships starting from
many binary relationships derived from the threshold-test or
Bayesian models. If the dynamic changes (time-course) in
intensity can be obtained, the S-system model is applied to
infer cyclic interactions within a target gene cluster.

MATHEMATICAL MODEL AND
SYSTEM ANALYSIS OF CELL CYCLE

Cell cycle is necessary for maintaining the homeostasis
of a living body. The eukaryotic cell cycle is divided into
four phases: the gap 1 (G1), synthesis (S), gap 2 (G2), and
mitosis (M) phases. This cycle is orchestrated by the ex-
pression of the cell cycle genes, which form a complex and
highly integrated network (35). The abnormal control of the
cell cycle disrupts normal cell proliferation, which frequent-
ly results in the development of cancer. Thus, it is very im-
portant to understand the control mechanism of cell cycle
for the comprehensive understanding of the development of
cancer. The disruption in the control mechanism for the G1-
to-S transition triggers an acquisition of infinite prolifera-
tion ability which is one of the characteristic features of
cancer. In order to understand the complex and highly inte-
grated G1-to-S transition, some mathematical models relat-
ed to the G1-to-S transition have already been proposed by
some researchers. One of the most detailed mathematical
models was proposed by Aguda and Tang (36). In this study,
we propose a new expanded mathematical model of the G1-
to-S transition, and perform a system analysis for the new
model. In the system analysis, by changing the values of all
kinetic rate constants involved in this mathematical model,
we analyzed how the stability of a mathematical model
changes (stability analysis), and how the dynamic behavior
of each chemical species is affected (sensitivity analysis).
This mathematical model was constructed as an open sys-
tem which assumed the constant fluxes of biological species
from the outside. As a result, we estimated the dominant
factors of the control mechanism of the G1-to-S transition.

In the reaction scheme for the G1-to-S transition (Fig. 7),
the central reaction is RB protein (retinoblastoma: RB) phos-
phorylation. In the G1 phase, RB binds E2F (E2 promoter-

FIG. 6. Procedure of genetic network analysis using microarray data.



HANAI ET AL. J. BIOSCI. BIOENG.,382

binding factor) which is a transcription factor responsible
for the induction of the S phase. By binding with E2F, RB
inhibits the transcription by E2F. Next, RB is phosphory-
lated to RB-P* by kinases, and dissociates from E2F. E2F
dissociated from RB induces the transcription of some genes
coding for proteins that induce the S phase, and the cell
cycle progresses to the S phase. Two cyclin complexes par-
ticipating in this RB phosphorylation reaction are cyclin
D/CDK4 (a complex of cyclin D and cyclin-dependent ki-
nase 4), and cyclin E/CDK2 (a complex of cyclin E and
cyclin-dependent kinase 2) (37).

We derived 12 simultaneous differential equations from
our model. Based on the standard rate constants reported in
Aguda’s model, we numerically calculated these equations
using the fourth-order Runge–Kutta method. By calculating
the level of chemical species in the steady state, we calcu-
lated the values of elements in the Jacobian matrix analyti-
cally. Then, we calculated the eigenvalues of the Jacobian
matrix by employing the Householder and QR methods.
Finally, we evaluated the sensitivity of the rate constants,
and analyzed the stability of the model using eigenvalues
and the levels of chemical species in the steady state. This
analysis was carried out by changing each rate constant with
every 10% of a standard rate constant from 0% to 200%.

We checked the stability of the model to perturbation, and
the level of each chemical species in the new steady state.
As a result, a rate constant k

9
 for the reaction where p27

binds with a-CycE/CDK2 was the most sensitive and im-
portant parameter for the stability of the model and the level
of each chemical species in the steady state. Focusing on k

9
,

the signs of the real part of 11 of 12 eigenvalues were nega-
tive, one sign was positive from 40% to 200% of the stan-
dard rate constant. When one of all signs of the real part of
eigenvalues is positive for the closed system without assum-
ing fluxes of the biochemical species from the outside, the
level of chemical species will diverge. However, our model
was constructed as an open system, and the levels did not
diverge. When k

9
 was reduced to 30% of the value of the

standard rate constant, all signs became negative, and the
model was strictly stable.

When k
9
 was set to 30% of the standard rate constant, the

levels of some species in the steady state became over 140%
compared with the case of the standard rate constant. The
level of a-CycE/CDK2 in the steady state became approxi-
mately 150-fold higher than that using the standard rate con-
stants. The level of p27 in the steady state became approxi-
mately 1/750, and the level of RB-P*/E2F in the steady state
became approximately 1/250. These analysis results can be
interpreted as follows: If a certain functional disorder makes
k
9
 decrease, then the p27 degradation pathway, which is de-

pendent on the level of a-CycE/CDK2, is activated because
of the increasing level of a-CycE/CDK2, which is followed
by a marked decrease in the level of p27. With the decrease
in the level of p27, the increase in a-CycE/CDK2 activates
the RB/E2F cycle through the activation of RB-P*/E2F
phosphorylation. Finally, with the activation of the RB/E2F
cycle, the levels of E2F and a-CycE/CDK2 increase. It has
been speculated that an activated RB/E2F cycle results in a
rapid G1-to-S transition quickly, and the control mechanism
of the G1-to-S transition is disrupted. Based on the analysis
of the stability, it was revealed that the model becomes
strictly stable by setting k

9
 under 30% of the standard value.

Thus, it was assumed that deviation from this stable state is
very difficult. This phenomenon qualitatively agreed well
with the acquisition of the infinite proliferation ability of
cancer cell. It is obvious that a chronic decrease in k

9
 dis-

rupts the control mechanism of the G1-to-S transition and
that k

9
 is one of the dominant factors in the control mecha-

nism of the G1-to-S transition. The report that the p27 level
of patients with gastrointestinal stromal tumor is low com-
pared with that of normal subjects (38) qualitatively sup-
ports the results of our system analysis.

Mathematical model and system analysis is a powerful
tool for understanding biological phenomena and applica-
tion to bioscience, bioengineering and medical fields.

PERSPECTIVES

In this review, the application of bioinformatics using
DNA microarray data to the bioscience, bioengineering and
medical fields as briefly introduced showing the results of
our studies as the examples. Current researchers have access
to and can use not only DNA microarray data but also pro-
teome and metabolome data. Thus, we are currently in a
data rich environment, and it is difficult to understand these
data comprehensively using only human cogitation. It is
well known that the bioinformatics techniques described in
this review are powerful tools for the analysis of such data
in a variety of fields. The next goal in the area of bioinfor-
matics research is the development of a novel method for
integrating different types of data and for understanding the
cross-control mechanism between different layers, such as
between the translation of protein and the transcription of
mRNA, or between the genome sequence and transcription,
or between the concentrations of metabolites and proteins,
and so on. The application of bioinformatics in the treat-
ment of large quantities of these –omics data is becoming
more indispensable in the bioscience, bioengineering and
medical fields.

FIG. 7. Reaction scheme of G1-to-S transition in mammalian cell
cycle.
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